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Enormous advances in information technology have permeated essentially all facets 
of life. Although these technologies are transforming the workplace as well as 
leisure time, formidable challenges remain in fostering tools that enhance 
productivity, are sensitive to work practices, and are intuitive to learn and to use 
effectively. Informatics is a discipline concerned with applied and basic science of 
information, the practices involved in information processing, and the engineering 
of information systems.

Cognitive Informatics (CI), a term that has been adopted and applied particularly 
in the fields of biomedicine and health care, is the multidisciplinary study of cogni-
tion, information, and computational sciences. It investigates all facets of computer 
applications in biomedicine and health care, including system design and computer-
mediated intelligent action. The basic scientific discipline of CI is strongly grounded 
in methods and theories derived from cognitive science. The discipline provides a 
framework for the analysis and modeling of complex human performance in tech-
nology-mediated settings and contributes to the design and development of better 
information systems for biomedicine and health care.

Despite the significant growth of this discipline, there have been few systematic 
published volumes for reference or instruction, intended for working professionals, 
scientists, or graduate students in cognitive science and biomedical informatics, 
beyond those published in this series. Although information technologies are now in 
widespread use globally for promoting increased self-reliance in patients, there is 
often a disparity between the scientific and technological knowledge underlying 
healthcare practices and the lay beliefs, mental models, and cognitive representa-
tions of illness and disease. The topics covered in this book series address the key 
research gaps in biomedical informatics related to the applicability of theories, 
models, and evaluation frameworks of HCI and human factors as they apply to clini-
cians as well as to the lay public.
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Foreword

We live in turbulent times. The pace of technological innovation around us is relent-
less. Its impacts on society, some expected some not, are reshaping the way we 
engage with each other and with once trusted monoliths like the healthcare system. 
Washing over all this tumult are the far reaching and still unrevealed consequences 
of climate change and what may well be an age of pandemics. Society will not be 
the same, no matter how we struggle to engineer that it will.

It is no surprise then that as individuals we all want more control, and more 
understanding of the direction of our health care. Many expect to be equal partners 
with clinicians in healthcare decisions. We want to know how vaccines work, and 
the relative risk of one vaccine strategy over another, before we decide to follow 
public health recommendations. We want to know that our disease treatments are 
safe, and for major illness many want to leave no option unexplored. Some of us go 
one step further and want to be the decision-maker, relegating trained professionals 
to advisers.

The challenges we face as engaged patients however are formidable. If it is truly 
not possible for a clinician to be up to date with medical science because the pace 
of innovation is so frenetic, what chance is there for a patient? When in doubt, our 
human response is to speak to others and understand their own journey and deci-
sions—but that strategy can be risky if we use social media to ask the questions. The 
promised bounty of the internet, connection to all people and all things, is increas-
ingly tarnished by community polarization, lack of trust, and skepticism in science. 
Truth itself is often victim to disinformation campaigns created for unclear motive.

It is with this challenging context that we must try not just to understand the 
sweeping changes that are happening in health care, but to get ahead of them. We 
are tasked to imagine ways of rebalancing the new dynamic of the world by giving 
patients and clinicians new options to succeed. What skills and tools must we invent 
so that patients can both find the information they need and understand the underly-
ing science behind it—itself ever mutating because of technological innovation? 
What new conceptions of communication and relationships will help patients and 
their professional carers work together with trust when the old options fall away?
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Some of the answers are social and cultural, some are to be found in the embrace 
of new models of care, where one face-to-face interaction is replaced by a multitude 
of small digital touches. Some technological answers bring both revolution and 
their own burden of problems. Artificial intelligence will likely transform the way 
many patients manage their care. Personal AIs will be our first port of call, noticing 
health problems emerge before we do, suggesting pathways for care shaped by our 
past preferences, and coordinating that journey for us. AIs will not just be digital 
front-doors for us into the health system, they will be networked into it, creating 
what is known as a cyber-social system. These AIs will be connected into our 
clothes, our wearable devices and jewelry, our home, and our cars. AIs will negoti-
ate, search, recommend, optimize, and disagree—all on our behalf and not always 
transparently or fairly. A new age with new opportunity, and a new bag of chal-
lenges and decisions for us to face.

In the pages of this book, you will find many of the elements of this next stage in 
our journey towards a dynamic health system that better fits the challenges ahead. 
New ways of interacting, new ways of behaving, and new tools for thinking are all 
part of the solution. The chapters in this book also make clear how early we are in 
our journey to truly embrace what is to come. The healthcare systems of different 
countries are all unique, but in one way are all the same—they are monolithic in 
behavior and slow to change. It is often said that revolution cannot come from 
within old large organizational structures. Revolution comes from the boundaries of 
the old hegemony and the wild borderlands. So maybe you need to read these chap-
ters not as stories from the old healthcare empire, but as reports from the wild bor-
der country of patient-led change.

Australian Institute of Health Innovation Enrico Coiera

enrico.coiera@mq.edu.au

Macquarie University
Sydney, NSW, Australia

Foreword
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Preface

 Overview

The world of health informatics is constantly changing given the ever-increasing 
variety and volume of health data, care delivery models that shift from fee-for- 
service to value-based care, new entrants in the ecosystem, and the shifting regula-
tory decision landscape. In the area of cognitive informatics, the changes have 
increased the importance of the role of patients in research studies for understand-
ing work processes and activities within the context of human cognition, as well as 
the design and implementation of health information systems (Haldar et al. 2020; 
Trevor Rohm 2010). Therefore, personal health informatics, in recent years, has 
risen up to provide research tools and protocols to zoom into individual health-
related contexts when developing engineering, computing, and service solutions 
that can improve clinical practice, patient engagement, and public health (Hsueh et 
al. 2017a; Hsueh et  al. 2017b; Lai et  al. 2017; Patel and Kannanmpallil 2015; 
Reading and Merrill 2018). This is particularly important to bridge the previous 
gaps in patient-provider information (Tang and Lansky 2005).

The rise of personal health informatics is also in line with the emerging utiliza-
tion of real-world evidence generated from real-world data. Here, “real-world data” 
(RWD) refers to data generated from the actual practice and delivery of health care 
(e.g., electronic health records, insurance claims, disease registries), while “real- 
world evidence” (RWE) refers to the inferences made from RWD. In some areas 
such as clinical trial design, RWE has been successfully applied to bring greater 
efficiency to the development of clinical programs (e.g., as its external control arm 
as indicated by the FDA’s Real-World Evidence Framework (FDA, n.d.) and 
received regulatory approval (Berger et al. 2016; Miksad and Abernethy 2018; Shah 
et al. 2019). In many other areas, the development of personal health informatics 
has opened up new opportunities to generate RWE through integrating data science 
with the science of care (Bica et al. 2020; Hsueh et al. 2018).

Through this book, we intend to compile a collection of high-quality scholarly 
work that seeks to provide clarity, consistency, and reproducibility, with an updated 



viii

and shared view of the status quo of consumer and pervasive health informatics and 
its relevance to precision medicine and healthcare applications. The new term 
“Personal Health Informatics” is being proposed to cover a broader definition of this 
emerging field. In one way or another, individuals are not just consuming health; 
they are active participants, researchers, and designers in the healthcare ecosystem. 
The book will offer a snapshot of this emerging field, supported by the method-
ological, practical, and ethical perspectives from researchers and practitioners. In 
addition to being a research reader, this book will provide pragmatic insights for 
practitioners in designing, implementing, and evaluating personal health informat-
ics in healthcare settings. The volume will also be an excellent reader for students 
in all clinical disciplines as well as in biomedical and health informatics to learn 
from case studies in this emerging field.

This is a starting point for us to show the direction where the whole field is going. 
The chapters include (1) case studies including reflections on implementation les-
sons learned, (2) theoretical frameworks, (3) design methodologies, and (4) evalua-
tion and critical appraisal.

These chapters will be organized under four main sections: (1) the state-of-the- 
art novel care delivery models (using case study examples), (2) methods for trans-
lating biomedical research and RWE into patient-centric precision health application, 
(3) methods for patient-centric design, and (4) ethics, bias, privacy, and fairness. 
Chapter authors have been invited based on their reputation and fit with the topic, 
and all chapters have been reviewed independently.

This book is intended to appeal to a wide range of audiences including academic 
researchers, educators, professional informaticians, healthcare providers and 
administrators, healthcare consumers, and policymakers. Although this book is not 
considered a standard textbook, it will be of great value for graduate programs in 
which courses in applied informatics are relevant, such as courses that focus on 
behavioral, cognitive, and social aspects of health information technology.

 Section I: The State-of-the-Art Novel Care Delivery Models

Since its inception—then by the name Consumer Health Informatics–about 25 
years ago the field of Personal Health Informatics (PHI) has achieved worldwide 
reach across many health problems and clinical disciplines. The book presents ser-
vices from approximately 20 countries and several methodological chapters with 
international reach. The authors provide us with a different lens to observe different 
target populations, learn about various methods of deployment, and how they fit 
with or transgress from present models of healthcare delivery.

Kuziemsky et al. in their Chap. 1, “E-enabled Patient-Provider Communication 
in Context,” present examples of enhanced patient-provider communication from 
Denmark, Fiji, Columbia, and Canada. In Denmark, the emphasis is on overcom-
ing the intermittent and fragmented practice of care for patients with Chronic 
Obstructive Pulmonary Disease. In the EHealth Care Model (ECM) patients 

Preface



ix

receive basic measurement and problem staging equipment for their home envi-
ronment that connects them continuously, 24/7, to the same care team. Adaptations 
of the treatment regime can be initiated through the distance before emerging 
problems exacerbate. The project from Fiji addresses mental health problems for 
which specialists are extremely rare and care is mostly provided through nurses. 
To lift the level and guideline adherence of treatments, an educational effort was 
launched which compared the presentation of guideline knowledge through differ-
ent media. A smartphone- based study arm showed the best results. In Columbia, 
similar to many low and middle-income countries, perinatal mortality is still high. 
In addition, the involvement of stakeholders hinders timely intervention during 
pregnancy. The presented project aims to technically support interventions sug-
gested to the gynecologist through AI-driven clinical decision support. The respec-
tive system needs to technically integrate with clinical workflows and is supposed 
to communicate with expecting mothers through their smartphones. The Canadian 
example studies collaboration through the macro, meso, and micro levels. It 
emphasizes the dynamic nature of collaboration which showed intensely in the 
transition of care with the onset of the COVID pandemic. New tools were sponta-
neously adopted by individual providers and patients, posing organizational and 
data security challenges at the meso level. The challenges thus call for the reform 
at the national level on data standards, new legislation, and billing codes, to name 
just a few.

In Chap. 2, “Direct Primary Care: A New Model for Patient-Centered Care,” 
Snowdon et al. lay out one specific novel model of Direct Primary Care (DPC). The 
DPC model aims to improve the quality of primary care through better patient- 
provider relations and communication. The payment model of DPC is based on a 
per capita fee per time period to a provider or its provider organization. It can be 
either paid by the patients or by their employers. Compared to the fee-for-service 
payment model, the value-based model can help incentivize providers to spend 
more quality time with the patient and promote prevention. For patients, it also 
removes financial and organizational barriers to healthcare access, which in turn 
leads to rational and sustainable utilization of primary care services. This chapter 
also helps the readers learn to distinguish the implementation needed at different 
scales, and how the implementation of DPC improves utilization of designated pre-
ventive measures and decreases preventable emergency room visits.

In Chap. 3, “Smart Homes for Personal Health and Safety,” Demiris et  al. 
address how to make the home environment safer through controls, sensors, and 
algorithms that can interpret the clinical needs behind sensor signals. Smart home 
applications that can benefit from surveillance include physiological and functional 
indicators of health and their trajectory over time, protection against physical and 
intrusion hazards, and cognitive and social functioning. The authors illustrate the 
smart home- based delivery of care through the example of Mild Cognitive 
Impairment (MCI) and fall management in the Sense4Safety project. Fall risks 
increase slowly and are often unnoticeable, entailing tremendous cost and morbid-
ity. Sense4Safety uses personalized configurations that include nursing assessment 
of the home situation and resident education and alerts to a trusted party to mitigate 
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the risk. The authors also address an ethical framework to analyze the impact on 
privacy, the burden imposed on caregivers, and the validity of informed consent of 
cognitively impaired citizens.

In Chap. 4, “Health App by Prescription: The German Nation-Wide Model,” 
Pobiruchin and Strotbaum introduce how Germany enables the development of 
digital health services via German DiGA (Digitale GesundheitsAnwendung—
Digital Health Application) to enable self-care for a variety of medical problems. 
Medical problems presently addressed include migraine, multiple sclerosis, tinni-
tus, mental disorders (e.g., panic disorder), or coxarthrosis. Patients can access 
DiGA “by prescription,” meaning that its access is as easy as getting a medication 
prescribed by a physician and would be covered by the Social Health Insurance 
(SHI) plan. Germany’s 140 years old insurance system, first established by ex- 
chancellor Otto von Bismarck, is robust enough to incorporate such new services 
for insured patients and their kins, which means more than 90% of the German 
population. The efficacy of the DiGA assessments resembles those used in phase 3 
clinical trials. If the services can be certified as a low-risk medical product, it can 
receive preliminary temporal approval including financial coverage. This allows 
developers to launch at an early stage and collect evidence of its therapeutical effec-
tiveness from routine use. While this book is being produced, the number of DiGAs 
in the approval process counts in the hundreds.

In Chap. 5, “Patient Portal for Critical Response During Pandemic: A Case Study 
of COVID-19 in Taiwan,” Lee et al. depict Taiwan’s response to the pandemic and the 
role of ICT. COVID-19 poses a unique challenge where appropriate actions had to be 
taken in the interest of personal and population health at times when nobody really 
knew what “appropriate” meant. Taiwan with its regular flights to and from Wuhan 
PRC was hit by this challenge early. In this chapter, the authors first introduce what 
was concretely done in Taiwan and how ICT had to evolve to support data collection 
and action. The design goals include integration and interoperability of data, as well 
as barrier-free access for all with the need to know. Its data collection and exchange 
system include a web interface with full functionality for government authorities and 
healthcare professionals and another mobile interface with reduced e functionality for 
citizens. Different types of data are being governed with different levels of security/
privacy measures. For example, sensor data such as body temperature, GPS location, 
and behavioral instructions were at citizens’ fingertips; symptoms and whereabouts 
were at the disposal of government authorities for contact tracing. The authors also 
discuss the balance between individual privacy and the public good, as well as the 
challenges incurred by culture, education, and other non- technical issues.

In Chap. 6, Collins Rossetti and Tiase discuss “The Integration of Patient- 
Generated Health Data to EHRs.” They start by introducing how Patient-Generated 
Health Data (PGHD) are captured and shared among lay citizens and proceed to 
discuss the impact on healthcare professionals. They identify not only challenges 
but also facilitators that would enable the use of PGHD in clinical settings. They 
introduce the concept of Personal Health Record (PHR) to refer to privately held 
and shared health data. By contrast, patient portals are held by providers. The por-
tals are designed to give patients access to their electronic records and allow the 
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scheduling of appointments. Some portals also provide patients access points to 
upload their health history, answers to surveys and questionnaires, or sensor data 
and observations. Presently, a large number of health apps come with a wide range 
of user and technical interface idiosyncrasies. Therefore, it has not been easy for the 
users to use these apps productively, and the benefits are not clear. However, the 
continuous growth and ubiquity of apps have led to unprecedented innovation in the 
space. The participation from the providers and health systems, for example, the 
Remote Patient Monitoring (RPM) programs, has further fueled the field with orga-
nization resources for standardization. All of the abovementioned trends are 
expected to help collect data between visits so as to provide the physicians a longi-
tudinal view of their patients’ whole-person health.

 Section II: Methods for Translating Biomedical Research 
and Real-World Evidence into Patient-Centric Precision 
Health Application

Active citizens create myriads of data meant to monitor their own health status and 
to share experiences and advice with peers. Behaviors of mutual support in self-care 
health groups as well as patterns that AI and ML methods may discover make crowd 
intelligence an invaluable source for medical and quality-of-life research and per-
sonalized guidance. In this section, examples of added value derived from citizen- 
created data will be presented. This ranges from robust signal analysis through 
geospatial tracing to natural language processing, from standards to health policies, 
privacy, and regulatory concerns, and many more. It also addresses questions of 
ownership of data and insights and liabilities incurred from being the holder of such 
insights. Last but not least, this section lays the theoretical foundation and frame-
work for handling the questions of ownership and incurred liabilities discussed in 
section IV.

First in Chap. 7, “Role of Digital Healthcare Approaches in the Analysis of 
Personalized (N-of-1) Trials,” Chandereng et  al. elaborate on the role of health 
applications and other digital healthcare approaches in the design and analysis of an 
exemplar series of personalized trials in a chronic lower back pain study (CLBP). 
They share with readers how a series of personalized (N-of-1) trials were conducted 
and elaborate on the computing platform built to analyze the time-series trial data. 
They also emphasize the importance of personalized trials by displaying the hetero-
geneity of the treatment effect in the study participants. Readers could learn how to 
use health apps to analyze personalized trials, as well as how to compute and inter-
pret patient-by-patient analysis from this study.

In Chap. 8, “Early Detection of Mental Decline via Mobile and Home Sensors,” 
Jimison et al. discuss several important topics underlying approaches to cognitive 
assessments, focusing on self-motivating computer games. Fundamental concepts 
of measurements and their application to cognitive functionality are addressed. 
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Equipped with the extended notions of measurement and computational modeling, 
they describe ways that use streams of data from unobtrusive sensors and associated 
algorithms for inferring patient cognitive function. Readers can expect to compare 
a wide array of data acquisition techniques including sensors available for monitor-
ing health and cognitive states and understand how computer games and interac-
tions with technology can be used to assess cognitive functions.

Chapter 9 “The Role of Patient-Generated Data in Personalized Oncology Care 
and Research: Opportunities and Challenges for Real-World Implementation” by 
Fernandez-Luque et al. provides an overview of current practices on data collection 
for routine cancer care. It identifies current regulatory issues for a real-world imple-
mentation of using patient-generated data in personalized cancer care and ongoing 
actions to overcome them. The authors discuss in depth the different types of ques-
tions posed by policymakers and regulatory bodies for the real-world deployment 
and implementation of strategies to foster a patient-generated data grounding for 
care delivery. Readers will learn to identify the exogenous determinants of health- 
related quality of life (HRQoL) in cancer survivorship and understand how data 
science can be leveraged to accelerate real-world evidence (RWE) discovery.

Chapter 10 “Semantic Technologies for Clinically Relevant Personal Health 
Applications” by Chen et al. describes the motivation for, and illustrative applica-
tions of, semantic technologies for enabling clinically relevant personal health 
applications. Using nutrition behavior as a focus, the authors present two use cases 
that demonstrate how semantic web technologies, machine learning, and data min-
ing methods can be used in combination to provide personalized insights to support 
behaviors that are consistent with nutritional guidelines. Readers will be able to 
provide a conceptual description of what a knowledge graph is, identify standards 
for semantic modeling, and learn the advantages of using semantic technologies in 
combination with machine learning for building personal health applications.

Chapter 11 “Privacy Predictive Models for Homecare Patient Sensing” by Sun 
et al. provides an overview of homecare sensing and assisted living technologies 
and discusses people’s privacy attitudes towards healthcare monitoring and video 
surveillance systems. The authors share their findings from the preliminary study, 
which includes focus group discussions and questionnaires to collect people’s pri-
vacy attitudes and test results from different methods to predict patients’ privacy 
preferences. Readers will learn more about legal and ethical considerations of using 
camera monitoring for homecare patient sensing along with methodologies to pre-
dict privacy preferences.

Chapter 12 “Detecting Personal Health Mentions from Social Media Using 
Supervised Machine Learning” by Yin et al. investigates how people disclose their 
own or others’ health status over a broad range of health issues on Twitter by apply-
ing both traditional and deep learning-based machine learning models to detect such 
online personal health status mentions. The authors show that health status men-
tions can be effectively detected from Twitter using machine learning, especially 
deep learning algorithms. Their findings set the stage for readers with similar inter-
ests to build a scalable system to efficiently extract such health mentions from 
online environments to make them useful in practice.
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Chapter 13 “Common Data Models (CDMs): The Basic Building Blocks for 
Fostering Public Health Surveillance and Population Health Research Using 
Distributed Data Networks (DDNs)” by Podila provides a detailed and important 
introduction to CDMs and offers step-by-step guidance on the process by which 
potential participating sites or members of a DDN could build CDMs. It highlights 
the governance policies and their significance in fostering the public and population 
health efforts and shares specific examples from some most popular Distributed 
Health Data Networks (DHDNs). This easy read will enable the readers to define 
CDMs, outline key principles related to CDMs, and describe the levels of data mod-
els for their own clinical scenario.

 Section III: Methods for Patient-Centric Design

Patients are recognized as both the least utilized and the most vulnerable resource in 
health care. To fully unleash the opportunities for patients to contribute as citizen 
scientists, health systems need to enable barrier-free access and design software that 
can directly meet the patients’ needs.

To achieve this, the health system designers need to account for education, local-
ity, ethnicity, values, beliefs, and many other considerations that would affect health 
equity. In addition, we would need support from a diverse, open, integrated health-
care ecosystem around patient-centered design. Many technological, organizational, 
and collaboration issues have emerged from the discussion before. Therefore, in this 
section, we address the emerging issues by first providing an overview of what is 
happening in the subfield and then showcasing studies that could provide exciting 
angles into how a patient-centered ecosystem is currently working in health care.

One significant barrier in this section is the lack of participatory design methods 
that would work well with patients in the loop directly in the health system and 
workflow redesign. In Chap. 14, “Person-Centered Design Methods for Citizen 
Science,” Austin and Wang present an overview of citizen science and specific 
methodologies used in the person-centered design. Person-centered design is essen-
tial to support the ecosystem partners to know that they have accounted for the 
patient’s needs. In addition, this co-design principle is essential for treating patients 
as a whole person and as an equal partner within the design team. This chapter 
introduces citizen science resources, design principles, design thinking methods, 
and the different phases while applying the design thinking method in actual prac-
tice. As a bonus point, this chapter also provides a checklist and a list of questions 
for practitioners applying the co-design principles to practice.

Another barrier that impedes the progress of patient-centered design and the 
growth of a patient-centered ecosystem is the lack of common terminologies for the 
ease of communication and integration. In Chap. 15, “Leveraging Library and 
Information Science to Discover Consumer Health Informatics Research,” Martin 
et  al. provide an overview of literature covering the subfield of consumer health 
informatics (CHI) in recent years’ publications and a database-agnostic 
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understanding of the structures and factors relevant to the retrieval of CHI literature. 
The authors start by designing a literature search and consider different ways to 
combine concepts and choose relevant databases to execute the search. The authors 
then discuss the difference between keywords and subject heading search queries 
and recommend strategies to retrieve CHI literature. This chapter presents a window 
of opportunity to navigate the ever-changing field of CHI.

In Chap. 16, “The Ecosystem of Patient-Centered Research and Information 
System Design,” Hsueh provides an overview of the patient-centered healthcare 
ecosystem. This chapter starts by identifying the stakeholders and their roles and 
challenges in the ecosystem. The author then summarizes the common challenges 
in tackling emerging issues. One such important issue is how to regulate AI/ML 
algorithms to maintain fairness and equity in healthcare systems while curating 
real-world evidence from heterogeneous sources of patient-generated health data.

In Chap. 17, “Personalizing Research: Involving, Inviting, and Engaging Patient 
Researchers,” Lewis provides examples of patient-involved research studies and 
offers tools to support traditional researchers who want to support patient-led 
research efforts and improve their ability to engage patient stakeholders in their 
research successfully. This chapter provides practitioners tips on how to invite and 
recruit patients in research as partners and the essential factors to know to prepare 
for productive collaboration. This chapter also summarizes the benefits and oppor-
tunities of engaging patients in traditional research. Finally, it provides practical 
suggestions for patient participation in research, whether or not there is an estab-
lished patient and public involvement (PPI) program. The tips included in this chap-
ter would be necessary for any researchers thinking about developing a productive 
working relationship and culture between researchers and the patients involved in 
research.

Finally, Chaps. 18 and 19 provide example case studies on different ways to 
tackle specific challenges facing the development of patient-centered design in the 
ecosystem.

In Chap. 18, “User-Centered Development and Evaluation of Patient-Facing 
Visualizations of Health Information,” Turchioe and Creber incorporate the direct 
input from patient researchers to design patient-facing visualizations to support 
self-monitoring of symptoms for older adults with heart failure. The authors illus-
trate the best practice of user-centered design and depict the research framework, 
the key considerations during the requirement gathering phase, and the options of 
evaluation study designs. They also present their case study on designing a mobile 
app to support elderly routine symptom checking and summarize the activities 
related to defining the relevance, rigor, and design cycles.

In Chap. 19, “Social Determinants of Health During the COVID-19 Pandemic in 
the US: Precision Through Context,” Camacho-Rivera et al. present the case study 
of the National COVID Cohort Collaborative (N3C), specifically around how the 
COVID-19 pandemic brought Social Health Determinants of Health (SDoH) to the 
forefront of informatics. In addition, the authors also provide a summary of crucial 
SDoH concepts and frameworks, with a focus on the social-ecological model and 
their impacts on a variety of infectious and chronic diseases. The summary would 
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serve as a practical guide for healthcare professionals interested in assessing the 
impacts of SDOH on their practice. The case study would support researchers in 
translating research into practice.

In summary, fast technological progress in the methods of patient-centered 
design across all the discussions in this subsection calls for a societal debate and 
decision-making process on a multitude of challenges: how emerging or foreseeable 
results transform privacy; how to interpret novel patient-generated health data 
modalities in light of clinical data and vice versa; how the sheer mass and partially 
abstract mathematical properties of the achieved insights can be interpreted to a 
broad public and can consequently facilitate the development of patient-centered 
services; and how to evaluate the remaining risks and uncertainties against new 
benefits. This section summarizes the status quo of the challenges and emerging 
best practices that address these issues. The opportunities and barriers identified can 
serve as action items individuals can bring to their organizations when facing chal-
lenges to add value from the primary and secondary use of patient-generated health 
data and patient-centered design.

 Section IV:  Ethics, Bias, Privacy, and Fairness

The goal of this section is to identify and summarize ethical, legal, privacy, and 
social issues related to information technology in personal health.

In Wetter’s Chap. 20, “Personal Health Informatics Services and the Different 
Types of Value They Create,” he presents a variety of perspectives on how Personal 
Health Informatics (PersHI) services take effect in society. He distinguishes clinical 
effectiveness, which is typically shown through controlled experiments such as 
Randomized Controlled Trials (RCTs), from discoveries that emerge from data vol-
unteered by citizens and are later aggregated to show some association or effect. He 
further distinguishes individual changes of mindset from group power. Individually, 
new knowledge may be learned, and propensity for healthy behavior may evolve. It 
is important to gain group power with the help of online interest groups, wherein 
public attention and resources can be solicited to understand how group members 
attenuate a medical problem. There exist both positive and negative examples to 
demonstrate the subtlety of the field: RCTs with clearly significant effects and oth-
ers that were terminated prematurely due to the lack of participation and retention; 
knowledge gained with no behavioral consequences and behavior change without 
notable knowledge increase; and lobby groups with true benefits for their clientele 
but others that lead to the waste of resources due to the low efficacy of the therapy 
advocated.

Chapter 21 by Kluge on “Electronic Health Records: Ethical Considerations 
Touching Health Informatics Professionals” explores the nature of medical data, 
mainly Electronic Health Records (EHRs) and what roles and consequential duties 
individuals and institutions that handle EHRs have. The core proposition is that 
medical data function as patient analogs. Whenever used in clinical, research, or 
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other situations they represent the patient and therefore deserve the same proactive 
diligence to foster legitimate and prevent illegitimate use. In other words: Health 
Information Professionals (HIPs) act as fiduciaries of patient data. While fiducial 
conduct is technically rooted in informatics and should be governed by applicable 
law several reasons require that, to fulfill their fiduciary duties, HIPs have to think 
and behave ahead of technology and legislation. The reasons include personalized 
medicine and its genetic roots, the pecuniary value of the data, the mobility of citi-
zens across borders of national legislation, and cloud storage of data outside the 
country of residence.

International legislation is one of the topics in deMuro’s and Norwood’s Chap. 
22 on “Healthcare Organizations as Health Data Fiduciaries: An International 
Analysis.” Their analysis culminates in a comparison of 15 countries and regions 
worldwide. In this chapter, the authors outlined and contrasted the risk by threats of 
intrusions. These risks originate from legislation that should protect health data 
against include different forms of monetization, outsourcing of physical storage, 
new informatics technologies such as Artificial Intelligence and Big Data Analysis, 
and new forms of care delivery such as Telehealth. The authors also illustrate con-
crete legal assets to be protected. These threats are also enhanced by cybercrime that 
is incentivized by the monetary value of the data and the potential exposure of pro-
viders to ransomware. The obligation to protect the assets and to fend off the threats 
is rooted through a fiduciary relation of individual health professional and health-
care providers towards the patients and their data. This leads to the challenges to 
establish structures and procedures to safely share data and maintain data interoper-
ability among providers.

Chapter 23 “Ethical, Legal, and Social Issues Pertaining to Virtual and Digital 
Representations of Patients” by Kaplan investigates into the fact that medical treat-
ment increasingly means working with patient data instead of working with the per-
son and the body. This depersonalization as an outgrowth of “data-ization” has several 
consequences that need to be controlled. For one, the data only imperfectly map the 
patient and subtle details and distinctions between patients blur. Decisions are made 
without full appreciation of the context and algorithmic decision support lacks trans-
parency. The ambiguity of data and the over-abstraction of data for population- related 
assertions make it hard to predict what holds for the individual. The secondary and 
tertiary use through the network among stakeholders also raise concerns about pri-
vacy and about how informed an “informed consent” actually is. All of these concerns 
undermine trust on the part of the patients and result in biased assumptions in ser-
vices. It is therefore essential to design an Ethical, Legal, and Social Issues (ELSI) 
bioethics framework to keep the negative consequences of the inevitable development 
at bay and to allow the benefits of personalized medicine to materialize.
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Institute of Health System Science at the Feinstein Institutes for Medical Research 
at Northwell Health. Her role centers on the implementation of virtual and N-of-1 
research protocols that leverage mobile technology and wearable devices. She has a 
BS in Health Promotion and is currently a working towards an MS in Health.

Karina  W.  Davidson is Senior Vice-President of research, dean of academic 
affairs, and Institute Director at the Feinstein Institutes for Medical Research at 
Northwell Health. She is the Endowed Donald and Barbara Zucker Professor in 
Health Outcomes in the Department of Medicine at the Zucker School of Medicine 
at Hofstra University/Northwell Health. Her research focuses on innovations in per-
sonalized trials and healthcare systems to manage chronic disease and patient symp-
toms that incorporate patient preferences and values. She currently serves as Chair 
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of the U.S.  Preventive Services Task Force. She has a PhD in Clinical Health 
Psychology and an MA.c in Industrial/Organizational Psychology.

George Demiris, PhD, FACMI is a Professor at the University of Pennsylvania. 
He is exploring innovative ways to utilize technology and support patients and their 
families in various settings including home and hospice care. He has conducted 
numerous federally funded studies and his work has been funded consistently over 
the years both by the National Institutes of Health (NIH) and the National Science 
Foundation (NSF). His expertise is also in designing and evaluating “smart home” 
solutions for aging, and in understanding the potential of wearable devices, robot-
ics, or digitally augmented residential settings to facilitate passive monitoring and 
support independence and quality of life for community dwelling older adults. He 
has examined the challenges of privacy and obtrusiveness in the context of technol-
ogy use, and he has provided a comprehensive examination of technical, ethical, 
and practical challenges associated with the use of technology to support aging.

Paul R. DeMuro is the Data Science/Data Analytics Advisor to Protoqual Learning 
Systems, LLC, of Reno, Nevada, that delivers targeted learning to physician prac-
tices based on real-time patient feedback to elevate the patient experience and value 
of care, working on evidence-based content technology solutions to improve popu-
lation health.  He served as “legal architect” for the joint venture transaction to lease 
and operate a 120,000 square-foot health and well-being facility in Miami, merging 
the best practices of hospitality and health care.  An economist by education, Paul 
holds an MBA in Finance, is a licensed CPA (Maryland), with a law degree, and a 
PhD in Biomedical Informatics.  He is a former Associate Professor at a College of 
Pharmacy.  He is chair of the American Medical Informatics Association Conflict of 
Interest Committee, and a member of its Finance Committee.  He is an author of 
over 200 publications and has delivered over 400 presentations around the world.

Juan  Espinoza, MD, FAAP is an Assistant Professor of Clinical Pediatrics at 
Children’s Hospital Los Angeles and the USC Keck School of Medicine. Dr. 
Espinoza’s research interests include digital media and technology and their role in 
medicine and medical education, with a special focus on patient (user) generated 
health data.

Daniel Fabbri, PhD, FAMIA is an Assistant Professor of Biomedical Informatics 
in the School of Medicine at Vanderbilt University Medical Center. He is also an 
Assistant Professor of Computer Science in the School of Engineering. His research 
focuses on database systems and machine learning applied to electronic medical 
records and clinical data. He developed the Explanation-Based Auditing System, 
which uses data mining techniques to help hospital compliance officers monitor 
accesses to electronic medical records in order to identify inappropriate use.
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Luis  Fernandez-Luque has been involved in medical informatics research for 
over 15 years. He has published more than 120 scientific publications, and he has 
been a reviewer and editor for leading journals and conferences in the field. Dr. 
Fernandez-Luque has been involved in real-world digital health initiatives in 
Europe, Asia, Americas, and Africa.  In particular, he has been studying how to use 
web, mobile, and wearable technologies to support patient self-management. He is 
currently Chief Scientific Officer at Adhera Health Inc.

José F. Florez-Arango Health Informatician with broad experience, ranging from 
human–computer interaction and human factors research to policymaking and ser-
vice implementation. Former co-chair of the Global Health Informatics working 
group at the American Medical Informatics Association and former chair for the 
Latin American and Caribbean Chapter at the American Telemedicine Association.

Thomas  A.  Gagliardi is a second-year medical student at New  York Medical 
College in Valhalla, NY. After graduating Union College in 2019 as Valedictorian, 
Mr. Gagliardi joined IBM Watson Health, working under the Chief Health Officer. 
Here, he collaborated with research teams of IBM Watson Health, IBM Research, 
and outside organizations to conduct meaningful research regarding the future of 
artificial intelligence and health informatics. Mr. Gagliardi’s current research inter-
ests are in the microbiome as well as graft versus host disease following hematopoi-
etic stem cell transplant. He is interested in a career as a medical oncologist and 
physician scientist.

Panagis Galiatsatos, MD, MHS is an Assistant Professor at the Johns Hopkins 
School of Medicine in the Division of Pulmonary and Critical Care Medicine. Dr. 
Galiatsatos is an expert in the diagnosis and treatment of obstructive lung disease, 
tobacco cessation, and in the care of critically ill patients. He is co-chair of the Johns 
Hopkins Health Equity Steering Committee and is the co-director and co-founder of 
the novel medical initiative, Medicine for the Greater Good.

Judy  George is a data scientist at the Center for AI, Research, and Evaluation 
within Watson Health. In this role, she works with data to evaluate Watson Health 
offerings and provides the scientific evidence for those applications. Prior to joining 
IBM, Dr. George conducted data analysis and program evaluations across the public 
and private healthcare settings at the Department of Veterans Affairs, Department of 
Defense, Booz Allen, and the Cleveland Clinic Foundation. Dr. George earned her 
PhD in Health Services Research from Boston University and MPH from the 
University of Michigan.

Daniel Gruen is the Founder and Principal Consultant of Gruen Design Research 
LLC and a Senior Scientist at Rensselaer Polytechnic Institute. Dr. Gruen is an 
experienced design researcher with a proven track record driving innovation in 
high-stakes domains. Dr. Gruen’s experience includes over 20 years as a scientist 
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and strategic research designer at IBM, exploratory work funded by Apple and the 
National Science Foundation, and user experience consulting and mentoring in 
business and academic settings. Dr. Gruen received a PhD in Cognitive Science 
from the University of California at San Diego and holds over 50 US and interna-
tional patents is a Cognitive Scientist and Design Researcher in RPI’s HEALS 
(Health Empowerment by Analytics, Learning, and Semantics) group. He joined 
RPI after a career in IBM Research where he served in multiple scientific and lead-
ership roles and led IBM’s Cognitive Experience Invention Development Team.  
Dan is an inventor on over 50 US and international patents in UX, Visualization, 
Social Software, and related areas.  He consults on Design and UX Strategy to com-
panies in a variety of industries. Dan has a PhD in Cognitive Science from UCSD 
and a BA from the University of Pennsylvania

Jonathan  Harris is a fourth-year PhD student studying Computer Science at 
Rensselaer Polytechnic Institute. His thesis work mainly focuses on mining tempo-
ral personal health data for behavioral insights and translating them into compre-
hensive natural language for non-expert individuals. After graduating, he hopes to 
continue working on research that focuses on improving the everyday lives of others.

James Hendler is the Director of the Institute for Data Exploration and Applications 
and the Tetherless World Professor of Computer, Web, and Cognitive Sciences at 
RPI.  He also is acting director of the RPI-IBM Artificial Intelligence Research 
Collaboration and serves as a member of the Board of the UK’s charitable Web 
Science Trust.  Hendler has published over 400 books and articles on AI and in 2021 
became chair of the Association for Computing Machinery’s (ACM) global 
Technology Policy Council. Hendler is a Fellow of the AAAI, AAAS, ACM, BCS, 
IEEE, and the US National Academy of Public Administration.

Nancy  A.  Hodgson, RN, PhD, FAAN is a professor in the Department of 
Biobehavioral Health and Anthony Buividas Term Chair in Gerontology at the 
University of Pennsylvania School of Nursing. A nationally recognized nurse 
researcher, Dr. Hodgson’s career has been focused on the development, testing, and 
dissemination of person-centered and family-centered interventions for persons liv-
ing with dementia. This work has helped to inform care practices for persons living 
with dementia and their caregivers through the development of palliative care pro-
tocols that address the leading symptoms in dementia that cause distress or impair 
quality of life. As a clinician and educator, Dr. Hodgson seeks out innovative ways 
to foster academic-community partnership by linking research and practice in order 
to move evidence-based findings into dementia care practice. She is a Fellow in the 
American Academy of Nursing and the Gerontological Society of America.

Jessica Y. Islam, PhD, MPH is an Assistant Member in the Cancer Epidemiology 
Program at H.  Lee Moffitt Cancer Center and Research Institute. Dr. Islam’s 
research focuses on describing and intervening on cancer care disparities across the 
continuum, at the intersection of infections and cancer.  Through her research 
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program, Dr. Islam aims to improve cancer outcomes among vulnerable popula-
tions, including racial/ethnic minorities and people living with HIV, using multi-
level approaches, epidemiological methods, and an equity-focused lens.

Holly  B.  Jimison is a research professor in the Khoury College of Computer 
Sciences and directs the Consortium on Technology for Proactive Care. Prior to 
joining Northeastern, she was Technology Advisor for the Office of Behavioral & 
Social Science Research at NIH. Her earlier work as medical informatics faculty at 
Oregon Health & Sciences University focused on technology for successful aging 
and scalable remote care. She served on the Executive Board of the Oregon Center 
for Aging & Technology and was past president of Oregon’s Health Information 
Management Systems Society chapter. As a fellow of the American College of 
Medical Informatics, Professor Jimison has made significant and sustained contri-
butions to the field of biomedical informatics in the areas of pattern recognition, 
decision support, and consumer health informatics. She continues to deepen her 
influence in the field through her research on technology for successful aging and 
scalable remote care for older adults and patients with chronic conditions. As the 
director of the Consortium on Technology for Proactive Care at Northeastern 
University, she leads a multidisciplinary, multi-institutional effort to facilitate 
research in the area of home monitoring of health behaviors, including helping 
researchers address the challenges of big data related to large amounts of complex 
and noisy streaming data from multiple sources used to infer clinically relevant 
health behaviors. Dr. Jimison is currently also a visiting professor at UC Davis 
working on their Healthy Aging in a Digital World Initiative.

Bonnie Kaplan, PhD, FACMI serves on the faculty of the Yale University School 
of Medicine at the Yale Center for Medical Informatics, Program for Biomedical 
Ethics, and the Center for Biomedical Data Science. She is a Yale Interdisciplinary 
Bioethics Center Scholar, a Faculty Affiliate Fellow of the Yale Law School’s 
Information Society Project, and Faculty Affiliate of the Yale Solomon Center for 
Health Law and Policy. Dr. Kaplan researches and consults on ethical, legal, social, 
and organizational issues; user perspectives and experiences; and evaluation. She 
twice chaired the American Medical Informatics Association (AMIA) Working 
Groups on Ethical, Legal, and Social Issues and People and Organizational Issues 
and the International Medical Informatics Association Organizational and Social 
Issues Working Group. Dr. Kaplan graduated from Cornell University (BA) and the 
University of Chicago (PhD). She received the AMIA President’s Award and is an 
elected Fellow of the American College of Medical Informatics.

George Kim is a co-editor of Health Information Management Systems, Ed 5. He 
is a Research Associate in Biomedical Informatics and Data Science in the Division 
of General Internal Medicine/Department of Medicine at the Johns Hopkins 
University School of Medicine in Baltimore, MD, USA.
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Eike-Henner W. Kluge was the first expert witness in medical ethics recognized 
by Canadian courts, has acted in that capacity at various levels, and acts as an ethics 
consultant to various levels of government. He established and was the first director 
of the Canadian Medical Association Department of Ethics and Legal Affairs, and 
currently is a professor at the University of Victoria, Canada, specializing in bio-
medical ethics, privacy, and medical informatics.  He was the author of the 
International Medical Informatics Association’s Code of Ethics and the accompany-
ing Handbook of Ethics for Health Informatics Professionals. Other publications 
include The Electronic Health Records: Ethical Considerations. In 2007, he was 
awarded the Abbyann Lynch Medal in Bioethics by the Royal Society of Canada 
and was made Fellow of the Royal Society in 2018.

Maciej Kos is a PhD candidate at Northeastern University’s Khoury College of 
Computer Sciences and Bouvé College of Health Sciences. Before joining Khoury’s 
Personal Health Informatics doctoral program, Kos graduated with master’s degrees 
in Economics from Barcelona Graduate School of Economics and in Information 
Science from the University of Michigan.

Kos’s research focuses on extending healthspan and amplifying cognition 
through individualized technology-enabled health interventions, computational 
modeling, and scientific discovery. He has also led research projects in behavioral 
economics and user experience.

Currently, Kos works on developing digital biomarkers of cognitive health for 
supporting interventions aimed at preventing or postponing the onset of neurode-
generation. In his research, Kos applies his interdisciplinary background in behav-
ioral, computer, and health sciences to creating individualized novel health 
technologies, specifically targeting marginalized and underrepresented 
populations.

Kos’s work is supported by the NIH National Institute of Aging’s Transition to 
Aging Research training fellowship.

Craig E. Kuziemsky is Associate Vice-President, Research at MacEwan University 
in Edmonton, Canada.  Dr. Kuziemsky’s research focuses on developing innovative 
approaches for modeling collaborative healthcare delivery so we can better design 
information and communication technology (ICT) to support different contexts of 
collaborative healthcare delivery.  His studies of collaboration have used concepts 
such as complexity theory to understand the nature of collaborative interactions in 
different healthcare settings (clinical healthcare and public health for disaster 
management).

Siang Hao Lee Chief of Staff of Taiwan Association for Medical Informatics and 
COO of KenKone Medical Co., Ltd. He was responsible for the EMR and related 
PACS/LIS/NIS/CIS system construction of more than 40 hospitals in Taiwan. He 
was elected as the second Technical Committee of IHE-China in 2014. In January 
2020, he assisted Dr. Polun Chang in establishing an epidemic surveillance mHealth 
Platform before the first wave of the COVID-19 epidemic in both China and Taiwan. 
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In 2020 Q3, participated in organizing the first Taiwan Medical Information 
Interoperability Standards Connectathon, mainly tested HL7 FHIR® and 
DICOMWeb standards in local scenarios.

Dana Lewis After building her own DIY “artificial pancreas,” Dana Lewis helped 
found the open source artificial pancreas movement (known as “OpenAPS”), mak-
ing safe and effective artificial pancreas technology available (sooner) for people 
with diabetes around the world. She has been a Principal Investigator for multiple 
Robert Wood Johnson Foundation-funded grant projects to scale patient-led innova-
tion and scientific discovery in more patient communities, as well as co-PI on 
numerous other research projects. She authored the book, Automated Insulin 
Delivery: How artificial pancreas “closed loop” systems can aid you in living with 
diabetes, to help more people understand automated insulin delivery systems.

Zhongxing Liao is full professor with term tenure in the Department of Radiation 
Oncology, the University of Texas MD Anderson Cancer Center. She is currently 
the Deputy Chair of Clinical Research and Director for Clinical Research in the 
Department. She has a broad background in thoracic radiation oncology, with spe-
cific expertise in prospective comparative clinical trials, predictive model using 
radiation dosimetric metrics and biomarkers. She has pioneered in implementing 
advanced radiation delivery technologies to enhance the therapeutic ratio by signifi-
cantly reducing lung toxicity. She has NIH funding translational research project 
investigating mechanism and methods for mitigation in TRAE in heart. There are 
363 peer-reviewed publications and many remarkable awards in her CV.

Ziwei  Liao is a researcher in the Department of Biostatistics at Columbia 
University. His research interest lies in the design and analysis of clinical trials, 
Bayesian statistics, and applications of statistical methods in N-of-1 trials. He 
received his doctoral degree from the Department of Biostatistics at Columbia 
University.

José Luis López-Guerra PhD in Radiation Oncology (University of Barcelona). 
Radiation Oncologist in the Department of Radiation Oncology at the Virgen del 
Rocio University Hospital. Radiation Oncology Research Coordinator in the 
Physical and biological predictors of tumor and normal tissue response laboratory 
(The Sevilla Biomedicine Institute). Visiting Scientist at the MD Anderson Cancer 
Center, Houston, Texas (USA) in 2010–2011. He has more than 70 publications, 
with an accumulated impact factor of 211.802. He is reviewer and editor in 11 and 
5 journals, respectively. He has participated in 33 research projects, in 7 as principal 
investigator. He has obtained 10 international research awards.

Hao  Luo received the BS, MS, and PhD degrees from Harbin Institute of 
Technology, Harbin, China, in 2002, 2004, and 2008, respectively. He is currently 
an Associate Professor with the School of Aeronautics and Astronautics, Zhejiang 
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University, Hangzhou, China. His research interests include deep learning, embed-
ded systems, information security, and signal processing.

Charisse  Madlock-Brown, PhD, MLS is an Assistant Professor in Health 
Informatics and Information Management at the University of Tennessee Health 
Science Center. Dr. Madlock-Brown received her master’s in Library Science and 
PhD in Health Informatics from the University of Iowa. She has expertise in data 
management, data mining, and visualization. She has a broad background in health 
informatics, with a current focus on obesity trends, multimorbidity, and COVID-19. 
Other areas of interest are network analysis and emerging topic detection in 
biomedicine.

Bradley  Malin, PhD is the Accenture Professor of Biomedical Informatics, 
Biostatistics, and Computer Science at Vanderbilt University Medical Center. His 
research is funded through various grants from the National Science Foundation 
(NSF), National Institutes of Health (NIH), and Patient-Centered Outcomes 
Research Institute (PCORI) to construct technologies that enable artificial intelli-
gence and machine learning applications (AI/ML) in the context of real-world orga-
nizational, political, and health information architectures. He is an elected Fellow of 
the National Academy of Medicine (NAM), the American College of Medical 
Informatics (ACMI), the International Academy of Health Sciences Informatics 
(IAHSI), and the American Institute for Medical and Biological Engineering 
(AIMBE).

Christie L. Martin is an Assistant Professor at the University of Minnesota School 
of Nursing and works as a medical-surgical nurse at Abbott Northwestern in 
Minneapolis. Martin completed a PhD in Nursing, a Master of Nursing, and a cer-
tificate in Leadership in Health Information Technology for Health Professionals 
from the University of Minnesota School of Nursing, and she received a Master of 
Public Health from the University of Minnesota School of Public Health. Martin’s 
research interests include health equity, health promotion, and informatics, specifi-
cally consumer health informatics and mobile health technologies. Martin is the VP 
of Membership of the American Medical Informatics Association (AMIA) 
Consumer Health Informatics working group.

Deborah L. McGuinness is the Tetherless World Senior Constellation Chair and 
Professor of Computer, Cognitive, and Web Sciences and the founding director of 
the RPI Web Science Research Center. Deborah has been recognized as a Fellow  
of the American Association for Advancement of Science (AAAS) for contributions 
to the Semantic Web, knowledge representation, and reasoning environments and as 
the recipient of the Robert Engelmore Award from the Association for the 
Advancement of Artificial Intelligence (AAAI) for leadership in Semantic Web 
research and in bridging Artificial Intelligence and eScience, significant contribu-
tions to deployed AI applications, and extensive service to the AI community.
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Marco Monti is a senior consultant and a research scientist at IBM Cognitive and 
Advanced Analytics Group. He is also an adjunct professor at Catholic University 
of Milan where he teaches Data Mining and Pattern Recognition. He previously 
worked as a researcher at the Max Planck Institute for Human Development of 
Berlin within the Adaptive Behavior and Cognition group led by Prof. Gerd 
Gigerenzer. Dr. Monti’s interests lie in decision theory, ecological rationality, and 
cognitive sciences applied to explainable AI in the financial and medical domains. 
Marco holds a PhD in Economics from the Bocconi University of Milan, Italy.

Congning Ni, ME is a PhD student of Computer Science at Vanderbilt University. 
Her research focuses on machine learning, nautical language processing and their 
applications in health and well-being. She is currently working on learning online 
support for Alzheimer’s caregivers, prediction of medication discontinuation using 
electronic health records, as well as stance analysis and prediction for public con-
troversial events on multiple social media platforms.

Christian Nohr, MSc, PhD, FACMI, FIAHSI Professor of health informatics at 
the research group Techno-Anthropology and Participation at Aalborg University, 
Denmark; Adjunct Professor at the University of Tasmania, Australia; and the 
University of Victoria, BC, Canada; Research Professor at Jacobs School of 
Medicine and Biomedical Sciences University at Buffalo, State University of 
New York, Director for Danish Centre for Health Informatics.

Dr. Nøhr is Vice-President of the Danish Society for Digital Health, Chair of 
IMIA working group of organizational and social issues, and Associate Editor of 
Applied Clinical Informatics.

Henry E. Norwood is an attorney with the law office of Kaufman, Dolowich, and 
Voluck, practicing law primarily in the areas of healthcare compliance and corpo-
rate litigation. Mr. Norwood is a graduate of the University of Maine (BA) and of 
the Nova Southeastern University Shepard Broad College of Law (JD) and is 
licensed to practice law in the States of Florida, Maine, and Massachusetts. He and 
his wife live in Orlando, Florida.

Francisco  J.  Núñez-Benjumea currently works as innovation manager at the 
Hospital Universitario Virgen Macarena (Spain). He was Director of R&D in Adhera 
Health, Inc., member of the Research Data Alliance, and member of AENOR 
CTN139 on Information Technologies and Communications for Health. He has 
coordinated several international collaborative research initiatives in the field of 
Digital Health, Telecommunications Engineer, MSc in Electronics, Signal 
Processing and Communications, and PhD candidate in Learning Healthcare 
Systems at the University of Seville.

José A. Pagán, PhD is Professor and Chair of the Department of Public Health 
Policy and Management in the School of Global Public Health at New  York 
University. He is also Chair of the Board of Directors of New York City Health + 
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Hospitals, the largest public healthcare delivery system in the United States. He is a 
health economist and health services researcher who has led research, implementa-
tion, and evaluation projects on the redesign of healthcare delivery and payment 
systems.

Yoonyoung  Park is a Research Staff Member in the Center for Computational 
Health, IBM Research. She applies various statistical and analytic methods to 
observational health data to find answers for problems in health care. Her research 
interest lies in the areas of algorithmic fairness in artificial intelligence/machine 
learning (AI/ML) and social determinants of health. She is a pharmacist by training 
and received both a master’s degree in Biostatistics and a doctoral degree in 
Epidemiology from Harvard.

Vimla  L.  Patel is a Senior Research Scientist and Director of the Center for 
Cognitive Studies in Medicine and Public Health at the New  York Academy of 
Medicine and an adjunct Professor of Biomedical Informatics at Columbia 
University. As a past associate editor of the Journal of Biomedical Informatics and 
editor of the Springer book series on Cognitive Informatics in Biomedicine and 
Healthcare, her research focuses on medical decision-making and the impact of 
technology on human cognition for safer clinical practice. She is an elected Fellow 
of the Royal Society of Canada, the American College of Medical Informatics, and 
the International Academy of Health Sciences Informatics.

Misha Pavel, PhD holds a joint faculty appointment in Northeastern University’s 
Khoury College of Computer Sciences and Bouvé College of Health Sciences and 
visiting faculty at UC Davis. His background comprises electrical engineering, 
computer science, and experimental psychology. His research includes multi-scale 
dynamic computational modeling of behaviors and psychological states, with appli-
cations ranging from elder care to augmentation of human performance. Pavel uses 
these model-based approaches to develop algorithms transforming unobtrusive 
monitoring from smart homes and mobile devices to practical and actionable knowl-
edge for diagnosis and intervention. Under the auspices of the Northeastern-based 
Consortium on Technology for Proactive Care, Pavel and his colleagues target tech-
nological innovations to support the development of economically feasible, proac-
tive, distributed, and individual-centered health care. In addition, Pavel is 
investigating approaches to inferring and augmenting human cognition using com-
puter games, EEG, gait characteristics, and transcranial electrical stimulation. 
Before his current positions, he was a program director at the National Science 
Foundation, faculty at NYU, OHSU, and Stanford University, and Member of 
Technical Staff at Bell Laboratories.

Monika  Pobiruchin works as research associate at the GECKO Institute at 
Heilbronn University. She received her diploma in Medical Informatics in 2010 and 
finished her doctoral degree in 2017. Since 2014, she has been (co-)chair of the 
working group “Consumer Health Informatics” within the GMDS e.V (German 
Association for Medical Informatics, Biometry and Epidemiology). Her research 
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topics focus on the analysis of clinical care data (secondary use of data) as well as 
consumers’ data generated by smartphone apps or via social media applications.

Pradeep S. B. Podila, PhD, MHA, MS, FACHE, CPHIMS is a Health Services 
Researcher with over 15 years of combined multisectoral experience in health/pub-
lic health informatics, EHR-based health and research data analytics, health ser-
vices/population health research and advanced research/operational data analytics. 
He received Masters degrees in electrical/biomedical engineering and healthcare 
administration; and PhD in public health (epidemiology) from the University of 
Memphis. He graduated from Massachusetts Institute of Technology’s (MIT) 
Applied Data Science Program (ADSP) jointly offered by the Institute for Data, 
Systems, and Society (IDSS), Great Learning, and MIT’s Professional Educational 
Programs. He is a fellow of American College of Healthcare Executives (ACHE) 
and Healthcare Financial Management Association (HFMA). He is a Board Member 
of the National Association for Healthcare Quality’s (NAHQ) Education 
Commission, American Medical Informatics Association’s (AMIA) Workgroup on 
Global Health Informatics and Healthcare Information and Management Systems 
Society’s (HIMSS)—Professional Certification Board.

Nidhi  Rastogi is an Assistant Professor at GCCIS, Rochester Institute of 
Technology. Her research is at the intersection of cybersecurity, artificial intelli-
gence, autonomous vehicles, graph analytics, and data privacy. Prior to this, she was 
a Research Scientist at RPI. For her contributions to cybersecurity and encouraging 
women in STEM, Dr. Rastogi was recognized in 2020 as an International Women in 
Cybersecurity by the Cyber Risk Research Institute. She is an invited speaker at 
Aspen Cyber Summit (’21), SANS cybersecurity summit (’19), and the Grace 
Hopper Conference (’14), FADEx laureate for the first French-American Program 
on Cyber-Physical Systems’16.

Therese S. Richmond, PhD, RN, FAAN is the Andrea B Laporte Professor at the 
University of Pennsylvania, School of Nursing and serves as its Associate Dean for 
Research and Innovation. Dr. Richmond has an extensive program of research 
aimed at improving recovery from serious injury by addressing the interaction 
between physical injury and its psychological repercussions. Her science also 
focuses on prevention of violence and firearm violence. Dr. Richmond serves on the 
Executive Committee of the CDC-funded Penn Injury Science Center, where she 
directs the Research Core. She is a Fellow in the American Academy of Nursing and 
an elected member of the National Academy of Medicine. Dr. Richmond was 
appointed to the Board of Population Health for the National Academies of Sciences, 
Engineering, and Medicine in 2021.

Bedda  Rosario is a Senior Biostatistician for the Center for AI, Research and 
Evaluation within IBM Watson Health. In this role, she supports the center by pro-
viding statistical expertise to support research and provide scientific evidence for 
Watson Health offerings. Dr. Rosario received her PhD degree in Biostatistics from 
the University of Pittsburgh, and an MPH degree in Biostatistics from the University 
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of Puerto Rico. Dr. Rosario is passionate about scientific research, public health, 
and the power of using data and technology to improve health care and popula-
tion health.

S. Trent Rosenbloom, MD, MPH, FACMI is the Vice Chair for Faculty Affairs, 
the Director of Patient Engagement. and a Professor of Biomedical Informatics with 
secondary appointments in Medicine, Pediatrics and the School of Nursing at 
Vanderbilt University. He is a board-certified internist and pediatrician and is a 
nationally recognized investigator in the field of health information technology 
evaluation. His research has focused on studying how healthcare providers interact 
with health information technologies when documenting patient care and when 
making clinical decisions.

Sarah  Collins  Rossetti, RN, PhD is an Assistant Professor of Biomedical 
Informatics and Nursing at Columbia University. Her research is focused on identi-
fying and intervening on patient risk for harm by applying computational tools to 
mine and extract value from EHR data and leveraging user-centered design for 
patient-centered technologies.  Dr. Rossetti is an experienced critical care nurse, 
received her PhD from Columbia University School of Nursing, and completed a 
Post-Doctoral Research Fellowship at Columbia University’s Department of 
Biomedical Informatics.  She was selected as a 2019 recipient of the Presidential 
Early Career Award for Scientists and Engineers (PECASE).

Oshani  Seneviratne is the Director of Health Data Research at Rensselaer 
Polytechnic Institute. She has co-organized health and semantic-focused events 
such as the Personal Health Knowledge Graph Workshops in 2020 and 2021, AAAI 
Fall Symposiums on AI for Social Good in 2019 and 2020, and served in the ISWC 
organizing committees 2012, 2019, 2020, and 2021. Oshani is a guest editor of 
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Chapter 1
E-enabled Patient-Provider 
Communication in Context

Craig E. Kuziemsky, Christian Nohr, José F. Florez-Arango, 
and Vimla L. Patel

Abstract With continued focus on the move to value-based care payment models, 
one major challenge is how to enable effective critical response for patient-centered 
care delivery. Several alternative care delivery models have emerged to support 
asynchronous, non-traditional communication modalities between patients and pro-
viders beyond in-person clinical visits. These new models are pertinent not only to 
chronic and preventive care, but also to other care scenarios that require critical 
responses, such as the situation we are currently experiencing during the COVID-19 
pandemic. However, our understanding of new care delivery models to support criti-
cal response is still under-investigated. This chapter explores informatics approaches 
for designing and implementing E-enabled novel care delivery models to support 
patient-provider communication. Our work goes beyond the usual social determi-
nants of health, such as age, gender and socio-economic status, to include 
communication- related factors such as e-health literacy, regional and individual dif-
ferences in communication preferences and styles, ethics and regulatory issues, and 
different modalities for care delivery.

Keywords E-enabled · Patient · Provider · Communication collaboration

C. E. Kuziemsky (*) 
MacEwan University, Edmonton, AB, Canada
e-mail: KuziemskyC@macewan.ca 

C. Nohr 
Maersk McKinney Møller Institute, University of Southern Denmark, Odense, Denmark 

J. F. Florez-Arango 
Texas A&M University, College Station, TX, USA 

V. L. Patel 
The New York Academy of Medicine, New York, NY, USA

© The Author(s), under exclusive license to Springer Nature 
Switzerland AG 2022
P.-Y. S. Hsueh et al. (eds.), Personal Health Informatics, Cognitive Informatics 
in Biomedicine and Healthcare, https://doi.org/10.1007/978-3-031-07696-1_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-07696-1_1&domain=pdf
mailto:KuziemskyC@macewan.ca
https://doi.org/10.1007/978-3-031-07696-1_1


4

 Introduction

In the global healthcare arena, our aim has been to improve care experiences, 
improve population health, and reduce costs. An equally important initiative coming 
into focus is the emphasis on patient-centered care enabled by a combination of 
technologies, innovative care design, and aligned incentives towards a patient- 
empowered environment. This has deep implications on care scenarios that require 
critical responses, such as the situation we are currently experiencing with the 
COVID-19 pandemic (Legido-Quigley et  al. 2020). Past research studies have 
shown the key to effective management for patients to handle critical responses is to 
maintain regular communication between patients and health care providers not 
only during in-person clinical visits, but also, critically, between visits (Stewart 
1995). However, in practice, traditional care delivery models do not support patient- 
provider communication outside clinical visits effectively. For lower-middle income 
countries, besides technological support, socio cultural values of trust in an artificial 
system and traditional practices play important roles in successful e-enabled care 
delivery process.

To resolve this, alternative care delivery models via asynchronous, non- traditional 
communication modalities have emerged. Take behavioral health services for exam-
ple. Globally, we have observed adoption of integrated behavioral health services 
using various e-enabled communication modalities, which aim to maintain regular 
communication between providers, and patients to increase patient understanding 
and adherence to behavioral health goals. However, to bring out the full potential of 
patient-provider communication beyond clinical visits, we need further investiga-
tion on the gaps in the use of different communication modalities to influence 
patient behavior. Moreover, electronic, and mobile communication technologies 
can further facilitate patient-provider relationships between clinical visits. Yet the 
adoption rate has been low to date due to barriers such as physician time, compensa-
tion, and factors such as lack of access to internet or technology (Niazkhani et al. 
2020; Palacholla et al. 2019; Scott et al. 2018). While novel delivery models like 
bundled care can potentially remove such barriers to improve physician adoption, 
the caveat is that the providers need to first overcome technology-related adoption 
barriers, such as those introduced by the closed nature of healthcare systems on 
integrating communication technologies with EHRs.

The COVID-19 pandemic ramped up the need to deliver virtual care to limit 
face-to-face encounters as part of supporting public health guidelines (Bhatia 
et al. 2021). The increase in virtual care has raised questions about how we con-
figure e-enabled patient-provider communication (Wittenberg et  al. 2021). We 
have known for some time that patient-provider communication is challenging 
and while macro level models of it are needed to help us understand how it 
works. The healthcare communication space comprises all the activities that take 
place within a communication system and we need to understand the micro and 
macro aspects of how communication systems work in different contexts 
(Coiera 2000).

C. E. Kuziemsky et al.
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Our approach looks at communication from the perspective of systems thinking. 
Systems thinking starts with a recognition that healthcare delivery does not occur in 
isolated entities but rather through several integrated systems (Champion et  al. 
2019; Clarkson et al. 2018). Health systems include financial, technological, human 
resource and governance components and while it is not reasonable for a study to 
address all aspects of a health system, it is important to recognize that changing one 
part of a health system will impact other parts of it. While our focus is on e-enabled 
models of patient-provider communication we do provide insight on how other 
health system components influence communication.

In this chapter we provide four global perspectives on e-enabled patient-provider 
communication. Our perspectives differ by resource availability and country. We 
offer one high resource country case example (Denmark) and two low-resource 
country case examples (Fiji, Brazil). We then have a summative section that pres-
ents a systems model for e-enabled collaborative care delivery developed by our 
co-author from Canada. We first present the three global case examples from each 
country followed by the systems model on collaborative care delivery. We conclude 
the chapter with overall lessons learned from our chapter to inform future design 
and evaluation of e-enabled patient provider communication systems.

 Case Example #1: Development of the E-Health Care Model 
and Implementation in the PreClinic in Denmark

Innovation is a positive term. It denotes something we all want to see and be part of. 
However, innovation also creates dilemmas because it introduces changes. On an 
aggregate level we talk about innovations as “add-ons” or “transformations” (Wessel 
et al. 2021).

Add-ons is where activities remain within the same paradigm, work within old 
and well-known structures, and stick to the familiar organization. We only see small 
surface changes and no fundamental alterations. Add-ons will use the same models 
for financing and regulation. Digitization can introduce add-ons as we have seen it 
within healthcare in many countries. Healthcare systems are often characterized as 
a silo system defined as the set of individual or group mindsets that creates divisions 
inside an organization. This division results in the creation of barriers to communi-
cation and the development of disjointed work processes with negative conse-
quences to the organization, employees, and patients (Alves and Meneses 2018).

The experience from introducing fundamental changes to silo organizations indi-
cate that changes are temporary and long-term effects are absent. When introducing 
real transformations potential conflicts will easily be expose and there will be 
impendent danger to light devastating fires. Many things in the Danish health care 
sector work well with the General practitioners as the anchor point and other institu-
tions to follow up. Citizens live longer and specific groups in society can add quality 
life years. The hospitals are getting more and more specialized and have reduced 
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time of admission dramatically. At the same time older patients (+65 years) experi-
ence more short-term hospital admissions and there is a significant inequity in 
health status in the population.

In Denmark and in many other countries more than 60% of citizens over the age 
of 65 have more than one chronic disease which in the current organization of the 
health care system a significant societal and financial burden. Care for chronic 
patients is divided between hospitals and municipalities as well as general practitio-
ners who take care of citizens in their everyday life with chronic conditions. If they 
need follow-up or treatment of their disease, the hospital takes over and the munici-
palities support after discharge with rehabilitation and home care. It is however 
frequently seen that patients gets lost in the siloed triangle: Hospitals, GPs and 
municipal rehabilitation. There is a need for a new model of care that can prevent 
citizens with chronic diseases to end up being acute admitted to hospitals. Such a 
model is the Ehealth Care Model (ECM). The model was developed with a special 
focus on caring for citizens with severe Chronic Obstructive Pulmonary Disease 
(COPD) (Phanareth et al. 2017).

The model introduces a shift in paradigm from the profession dominated health 
care system where the citizens turn to the health care institutions when they decide 
they need acute attention by health professionals; to a citizen centred paradigm 
where the citizens monitor themselves on vital parameters and share the measure-
ments and information with health care professionals.

To make this work the citizens must go through an inclusion process to join the 
ECM network. The citizens must be capable of monitoring four quantitative mea-
sures (FEV1, Heart Rate, O2 saturation, and temperature), and three qualitative 
parameters (breathing difficulties, cough, and secretion). The measures are trans-
mitted to a Response Coordination Centre (RCC) where the health professionals 
can triage the patients. The RCC is staffed with a trained e-nurse who proactively 
can initiate treatments rather than allowing the conditions to exacerbate to a level, 
which requires more severe intervention. The e-nurse can instruct the citizen to 
adjust their medication or refer to an e-physician who can initiate new medication 
from the medical first aid box located at the citizens home or pay a visit to the citi-
zen’s home in acute severe cases.

The ECM model consists of six stages (ECM 1–6) characterizing the citizens 
state of health and with varying degrees of intervention (see Fig. 1.1). The key fea-
ture of the model is to bring the citizen back to their habitual condition (ECM 1) as 
quick as possibly to live an active and independent life.

The first stage—ECM0—of the model encompass citizens with unknown long- 
term conditions—this segment is invisible and therefore not included in the ECM 
service network. If citizens qualify for inclusion, they enter stage ECM1 and get 
connected to the ECM services in accordance with personal needs and values. They 
are supported in self-management of their life with COPD, and once they enroll, 
they will also get a medical first aid box with prescribed medication for acute exac-
erbations that the e-physician can initiate for urgent treatment at home.

At stage 2 the citizen makes use of the virtual support through one point of 
contact—the Response Coordination Centre—with immediate response 24/7 
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Fig. 1.1 The Ehealth Care Model. (Phanareth et al. 2017)

availability of the RCC nurse and if needed also contact to the e-physician. Proactive 
medication may be initiated using the acute medicine box.

If the citizen’s condition gets worse, they will enter ECM3—called virtual 
assisted living with assistance from home care mobile health professionals. It means 
added support in their home, with regular physical visits from the mobile acute 
team. The goal is to enable the citizen to stay in their home as long as possible 
without compromising safety. In ECM4 the treatment, monitoring and follow up 
in their home is intensified corresponding to an inpatient setting—hence the term 
“outmitted”.

In the case of further exacerbations, the citizen moves into ECM5 where the 
e-physician can admit the citizen to a sub-acute bed in a municipal institution, 
which is staffed 24 h. Here it is possible to give oxygen and more advanced treat-
ment. This is the last decentralized step.

If more advanced care is needed the citizen will be admitted to a specialized 
respiratory department at a larger hospital where adequate services are available—
ECM6. In the first two stages ECM1 and ECM2 the citizen is mobile and can move 
around as needed. In the stages ECM1 to 4 the citizen is cared for at their own home, 
and in ECM5 and 6 they are admitted to an institution outside their own home. The 
technology it takes to run the COPD care system following the ECM model is not 
so complicated. The citizens have a few devices: Tablet computer, and devices to 
measure FEV1, Heart Rate, O2 saturation, and temperature—and of course an inter-
net connection.

1 E-enabled Patient-Provider Communication in Context
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The response and coordination centre and the e-physician have computers or 
smartphones for communication and displaying citizen self-monitoring. The soft-
ware for easy communication of the monitoring values is specifically developed for 
this project. There is a simple algorithm using the self-measurements for triaging to 
prioritize the home visits. To integrate the ECM model in an existing national health 
care system is a more complicated issue.

The RCC is the most critical as it must be staffed 24/7 with COPD trained nurses 
to ensure rapid response and one point of contact.

Furthermore, there has to be an:

• E-mobile clinical acute team
• E-technical service team
• E-clinical service team
• E-observation and home nursing service
• Local rehabilitation unit
• Empowerment network
• Local in-bed health clinic
• Pharmacy

To make all these different interests work together is the real challenge.

 Evaluation of ECM Accomplishments

The ECM model has been the framework for a local COPD clinic in Region Zealand 
in Denmark called the PreClinic. The first patients were enrolled late 2018, and the 
accomplishments have been evaluated (Data og udviklingsstøtte 2020) with respect 
to a number of activity parameters, and patient satisfaction. 115 citizens with COPD 
had been enrolled in 2019. 15 of these died and two left the clinic.

Figure 1.2 shows the average annual number of visits to hospital outpatient clin-
ics for COPD patients in four different risk groups for citizens before and after 
being enrolled in the ECM clinic. The column to the far right shows the average for 
all the risk groups.

It appears that the number of outpatient contacts to the hospital decreases by an 
average of 1.7 contacts per year after inclusion in the ECM program, when looking 
at the total group of citizens. This corresponds to a decrease of 27%.

It is also seen that all risk groups (high risk, medium risk, rising risk and low risk 
group) experience a decrease in the number of outpatient contacts after inclusion. 
The high risk group has the largest decline in number of contacts of an average of 
3.5 fewer outpatient contacts per year after inclusion corresponding to a 
decrease of 41%.

The patient satisfaction was evaluated in a survey in February 2020 among the 44 
citizens in the PreClinic who had been treated for a light to severe exacerbation dur-
ing the last quarter of 2019 (Data og udviklingsstøtte 2020). 38 individuals 
responded to the survey.

C. E. Kuziemsky et al.
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Figure 1.3 shows the citizens satisfaction with the treatment they receive, their 
overall satisfaction with their participation, and whether they are comfortable with 
their life with COPD.  The majority indicate that they are very satisfied and 
comfortable.

The citizens enrolled in the PreClinic were interviewed individually to let them 
express their opinion about their experience. One of the citizens stated “It is super 
cool that there is a prompt response if something is not ok with the measurements, 
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and that one can always call no matter what. You are in treatment immediately and 
thus avoid hospitalization, which in itself provides security”.

A much longer timespan is needed for the evaluation to provide better evidence 
of the outcome from the PreClinic. However, the results of the activities following 
the implementation of the ECM in the PreClinic points in the right direction.

 Case Example #2: Task-Sharing Mental Health Primary Care 
Delivery Model Via Smart Phones in Pacific Island Countries

Mental health (MH) disorders are globally recognized as a significant public health 
concern yet receive inadequate attention, especially in Low- and Middle-Income 
Countries (LMICs) (Whiteford et al. 2013). With limited resources and few clini-
cally qualified MH professionals (e.g., psychiatrists, psychologists), LMICs are 
challenged with meeting the needs of those who have mental illness. For instance, 
there is a 90% treatment gap in LMICs (Alloh et al. 2018; Singh et al. 2013). which 
is not surprising given that there is typically one psychiatrist per population of one 
million (McKenzie et al. 2004). The fact that more than 80% of people experiencing 
mental illness live in LMICs and between 5.7 and 8.4 million deaths are annually 
attributed to poor quality of care (National Academies of Sciences, Engineering, 
and Medicine 2018), strongly suggests an urgent need to implement mechanisms 
that address challenges in the organization and delivery of primary care quality 
services in LMICs (Alloh et al. 2018).

To increase coverage and access to evidence based mental healthcare, LMICs 
employ task shifting or task sharing, as it commonly referred to, initiatives that 
involve the rational redistribution of tasks among health workforce teams (Patel 
2019; Lawn et al. 2008). Specific tasks are moved, where appropriate, from highly 
qualified health professionals to the community health workers, the front-line care 
givers in the community, with shorter training and fewer qualifications, in order to 
make more efficient use of the available human resources for healthcare.

Despite the relative success of task sharing initiatives, there is a lack of consis-
tency in the quality of MH care, where individuals suffering from severe mental 
illness are not appropriately diagnosed and treated by CHWs. Most CHWs believe 
that they are ill-equipped with the necessary knowledge and skills to efficiently and 
effectively identify and safely manage patients suffering from severe mental illness 
(Larkins et al. 2018; Patel et al. 2004).

Modern mHealth systems have great promise to aid in this task-sharing and to 
improve the health care nurses’ performance with the use of Smart mobile phones, 
which are readily available in the community. However, such interventions are most 
often ad hoc and lack a sound empirical basis for providing adequate evidence for 
successful delivery of efficient, but safe care. Our study was conducted in the Pacific 
Island Countries [PICS], where there is a high risk a severe burden of suicide and 
severe depression Furthermore, approximately 15 psychiatrists are available to 
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Fig. 1.4 A community health center in Fiji

deliver MH care needs of 11 million people living in the PICs. Research reports in 
the past decade illustrate the dire consequences of the current MH crisis in Fiji, the 
largest of the PICs, where 36 people every hour either attempt or commit suicide 
(Zeitvogel 2018). Primary and community care (e.g., health centers, nursing sta-
tions, and village clinics) are the formal first step for patients in the health care 
system (Fig. 1.4).

Leveraging e-enabled technological tools via mobile phones programmed with 
evidence-based clinical guidelines can support the community health nurses (CHNs) 
with clinical problem-solving and patient care decision-making through task shar-
ing process.

 The Study

The study was conducted in collaboration with Drs. Odille Chang and William May 
from Fiji National University in Suva, Fiji, and Sriram Iyengar from The University 
of Arizona Medical School, in Phoenix, AZ.  The objectives of the study was to 
evaluate the CHNs performance under three conditions, current practices as the 
baseline, and using culturally-validated guidelines (screening tools) on paper, and 
on mHealth technology in view to

• to characterize cognitive (thinking) processes underlying diagnosis for depres-
sion and suicide risk patients

• to measure the time taken to process the information
• to assess the accuracy of diagnostic and recommendation decisions, andto evalu-

ate the usability of mobile smart phones by the CHNs.
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The nurses in the control condition were tasked with four clinical problem-solving 
activities: (1) Think aloud while reading through each case, providing tentative 
diagnoses (referred to as the “think aloud” task) (Ericsson and Simon 1980), (2) 
summarize each case (referred to as the “summary problem” task) (3) provide a 
final diagnosis (referred to as “final diagnosis” task), and (4) provide 
recommendation(s) for treatment (referred to as “recommendation(s) for treatment” 
task). After completion of all four activities, only the CHNs in the two treatment 
conditions were given guidelines and asked to engage in the same four activities 
mentioned above using the respective guideline, as illustrated in Fig. 1.5.

Two clinical scenarios reflecting severe depression and suicide risk were devel-
oped by psychiatrists and primary care physicians based on what would be expected 
in real community clinics in Fiji. The Center for Epidemiologic Studies Depression 
Scale (CES-D) (Radloff 1997) and the Suicide Behaviours Questionnaire-Revised 
(SBQ-R) (Osman et al. 2001) tool were the assessment tools used as the respective 
guidelines. The Suicide Risk and Depression Assessment mHealth tool (ASRaDA) 
was developed on an Android smartphone app and using iterative design principles. 
Usability of the app was evaluated using the System Usability Scale (SUS) (Brooke 
2013). To deliver the intervention, ASRaDA was loaded on Samsung J3 smart-
phones. CHNs logged with the patient’s name into the ASRaDA application before 
administering the assessment. Once logged in, the CES-D and SBQ-R guidelines 
were displayed as selection choices.

In response from the patient for each of the guideline-prompted question, nurses 
had to provide a quantitative score on a provided scale, which had be manually 
added to provide a total final score, based on which treatment recommendations had 

48 Nurses

No Guideline Support 

Paper Guideline Support Mobile Guideline Support

16
Nurses

16
Nurses

16
Nurses

Evaluate Intervention Measures Derived in Step 2
Against Baseline Measures from Step 1

Assess Process Differences Between
Paper and Mobile based Support

Step1

Step 2

Fig. 1.5 Empirical evaluation process
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Fig. 1.6 Tasks and cognitive measures

to be made. However, in ASRaDA, the scores were automatically added and the 
treatment recommendation calculated. The mobile phone also recorded the time 
taken to complete the tasks, automatically. Forty-eight CHNs were recruited, fol-
lowing the inclusive and exclusive criteria from an available pool of 5000 female 
participants. Only women traditionally train as nurses in the Pacific Islands. Data 
were audio recorded through the mobile phone and transcribed for analysis. Using 
mixed methods approach that closely aligned with the tasks and the corresponding 
cognitive measures were used for gathering data and analyses. (given in Fig. 1.6).

 Summary of Results

Nurses using smart phone took less time on task than with paper-based or no guide-
line support, showing the use of smart phones to be most efficient. There were no 
errors of calculation and interpretation with the smart phone, as opposed to paper- 
based version. The nurses thinking was more organized, showing patterns of 
improved reasoning process (Patel et  al. 2021). The results show that the use of 
ASRaDA was relatively safe (Chang et al. 2021). Identified usability problems were 
corrected (Iyengar et al. 2021). These results are valid in simulated conditions. The 
use of smart phone to communicate with patients work well for both patients and 
the health care provider for to allow for quick and accurate screening for depression 
and suicide risk in the community, mostly through decreased cognitive load. Our 
studies show that this method is efficient, effective and relatively safe in care deliv-
ery in the community by the nurses, although we found some errors in translation of 
patient narrative into quantitative scores were generated. However, these errors did 
not alter the final decision accuracy in this case.

 Challenges and Opportunities

One of the biggest challenges with just providing mobile support to the community 
nurses without checking the prior knowledge of the discipline was that prior train-
ing in mental health was shown to be related to diagnostic accuracy, as shown on 
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Table 1.1 Diagnosis provided by nurses during the “think aloud” task

Severe depression N (%) High risk for suicide N (%)

Correct MH training 4 (100) 0 (0)
No MH training 0 (0) 0 (0)
Total 4 (8) 0 (0)

Partially correct MH training 8 (26) 12 (40)
No MH training 22 (73) 18 (60)
Total 30 (63) 30 (63)

Incorrect MH training 3 (60) 0 (0)
No MH training 2 (40) 7 (100)
Total 5 (13) 7 (15)

Missing 9 (24) 11 (23)
Total 48 48

Table 1.1. Thus, training the health provider in the required content domain and the 
use of mobile app, are necessary. Furthermore, our results are true in the laboratory 
studies, and a pilot study of implementation in the community clinics is much 
needed, before large scale implementation and dissemination are carried out, since 
real world practice raise some additional challenges, which need to be evaluated and 
corrected, iteratively.

Besides challenges, there are the opportunities in moving forward with the use of 
e-enabled health care program in this community. This model could be generalized 
to another communities provided it is ecologically validated in that community. 
This model of e-enabled mental health care through task-sharing community nurses 
could be applied to rural community areas where access to healthcare is not readily 
available.

Finally, the Mobile app requires face to face communication between the pro-
vider and the patient, and this will create a challenge during a pandemic, such as 
Covid-19. However, the nurses could use telehealth, if there was some infrastructure 
support with a good internet bandwidth. Then, the use of the mobile health app will 
be extremely useful to provide a much-needed assessment and comfort given the 
long social isolation period. We expect the depression, PTSD and Suicide issues 
will be more pronounced during post pandemic period and mobile health support via 
smart phones will be useful in quick identification and treatment recommendation.

 Future Directions

As the next step, we developed a concept model of information flow during nurse- 
patient communication in community clinic to the overall healthcare system in Fiji. 
In this model the nurse uses the mobile app for patient evaluation and records the 
diagnosis and management recommendation in the paper chart (as it is currently 
used) and then sends the encrypted data to the servers at College of Medicine (CoM) 
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Community Clinic

College of Medicine Servers (FNU)
Nurse uses the mobile app for patient
evaluation

recommendation in the paper chart. 
Records the diagnosis and management 

Sends the encrypted data to servers at 
College of Medicine (CoM) at FNU

Data are time/location stamped with 
patient & nurse ID and patient 
demographics.

Database to be queried by authorized  
staff & convert paper to electronic form 
in the clinics 

Transfer the data to Public Health 
Registry

EHR

Fig. 1.7 Information flow during nurse-patient communication

at FNU. The data are time/location stamped with patient and nurse ID and patient 
demographics. A long term goal is to have the database to be queried by authorized 
staff and convert paper to electronic form in the clinics, and have the transferred to 
Public Health Registry for public health decision makers, given in Fig. 1.7.

A nurse can use the app to retrieve patient’s past record, and the record can be 
printed out locally. For this model, steps will have to be taken to preserve the 
provider- patient privacy and patient confidentiality. The long run sustainability of 
this e-enabled program: will be in building a strong local research capacity.

 Case Example #3: Colombia: Prenatal Care and Early 
Risk Identification

Colombia, as many lower-middle income countries (LMIC) faces a lowering but 
still high maternal mortality rate (ranges from 20 to 132 maternal deaths/100,000 
live births) (OMS 2015), presents big health disparities regardless of almost univer-
sal health coverage, it has a non-equative resource allocation (Restrepo-Zea et al. 
2018), with high concentration of healthcare providers in the cities and presents 
communication and connectivity challenges gives the geography (Hoyos-Vertel and 
Muñoz de Rodríguez 2019).

Health care system in Colombia, and its information workflow, is complex, 
involving providers, payers, regulators, patients, and many other stakeholders. The 
case study explores a multilayer prenatal control model that aims to empower 
patients and caregivers in the active surveillance of health conditions. The model is 
a patient-centered model with a tailored AI-driven clinical decision support system 
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for primary care providers (Torres Silva et al. 2020), that triggers telemedicine con-
tact when specialized care is suggested by the system (Luna Gómez et al. 2015; 
Colombia 2013).

When technology preferences were evaluated, we found that providers are 
inclined to use desktop web-based interoperable systems embedded in their work-
flow. Meanwhile patients prefer cellphone centered technologies. Mobile technol-
ogy allows to implement persuasive behaviors. With this intervention clinicians feel 
more confident in their decisions, and supported by experts easily, while increasing 
coverage. We still need to work in a communication channel to answer questions to 
patients, further than the Q&A in the mobile app, and during scheduled encounters 
with clinicians, in addition to an emergency response channel.

Colombia’s adoption of telehealth in general has growth in steady pace since 
2003. COVID response included a change in the telemedicine law, making the pro-
cess to enable a telemedicine service more flexible, totaling 3750 across all medical 
specialties. As consequence there was an explosion of services. There is a total of 
249 (around 7% of all telemedicine services) Ob/Gyn related services registered in 
the country (12 obstetrics, 185 ob/gyn, 48 of prenatal control, and 4 for delivery 
assistance), with at least 33 (13.2%) of them registered in 2020. This creates a favor-
able scenario for future growth of model like the one presented in Fig. 1.8.

We need to improve the Sustainability model, that so far is grant lead. Our sys-
tem is proved with an in-house development, that requires additional development 
to warranty Interoperability with other vendors in the health information system 
ecosystem. The most needed patients still the underserved that already have a 
Digital Gap that need to be explored and covered.

Cumulative OB/Gyn services
300

250

200

150

100

50

0

10
-A

pr
-0

3

10
-A

pr
-0

4

10
-A

pr
-0

5

10
-A

pr
-0

6

10
-A

pr
-0

7

10
-A

pr
-0

8

10
-A

pr
-0

9

10
-A

pr
-1

0

10
-A

pr
-1

1

10
-A

pr
-1

2

10
-A

pr
-1

3

10
-A

pr
-1

4

10
-A

pr
-1

5

10
-A

pr
-1

6

10
-A

pr
-1

7

10
-A

pr
-1

8

10
-A

pr
-1

9

10
-A

pr
-2

0

Fig. 1.8 Cumulative Ob/Gyn related telemedicine services in Colombia
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 A Systems Model for E-Health Enabled Collaborative 
Care Delivery

Collaborative care delivery has increased in importance in recent years as patient care 
has become more complex due to an aging population and increased prevalence of 
co-morbidities. While studies of collaboration and health IT (HIT) design to support it 
have increased in recent years, it remains an understudied phenomenon (Eikey et al. 
2015). To properly design HIT to support collaboration we first must understand the 
nature of how collaboration works. Collaboration as a care delivery model is not a 
single process or event but rather a dynamic system of activities (Kuziemsky 2018). 
This system of activities includes clinical processes such as assessments and diagnoses 
but also tasks specific to collaboration such as the development of awareness and com-
mon ground to enable shared understanding across team members (Eikey et al. 2015).

To date there is a lack of explicit studies on collaboration and little insight on 
how to design HIT to support it. Systems design for collaborative care delivery is an 
entirely new phenomenon that goes beyond just adapting the interface on existing 
HIT (Karsh et al. 2010). New models of collaboration are an essential first step to 
understanding and designing for collaboration as workflow models for individual 
providers are often unsatisfactory when scaled up to collaborative teamwork 
(Ozkaynak et al. 2013). Collaborative systems are dynamic, and we need to under-
stand the connectivity factor for how the system components integrate during care 
delivery (Kuziemsky et al. 2016). Models of collaborative care delivery must also 
be based on the clinical, social and governance reality where care delivery occurs, 
recognizing that different local and global contexts will impact how collaborative 
care delivery is operationalized and implemented. Studying collaboration starts 
with understanding individual workflows, terminologies etc. and then understand-
ing how they scale up and are reconciled into collaborative competencies and pro-
cesses (Kuziemsky et al. 2019).

Figure 1.9 shows a systems model of collaborative care delivery and how it con-
nects across micro, meso and macro levels. The micro level begins with care for an 

Micro Meso Macro

Individual 
COVID -19 
Case

Contact 
tracing

Patient with 
healthcare 
needs

Virtual team 
consult

Fig. 1.9 Systems model of collaborative care delivery across micro, meso and macro levels
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individual patient. This could be a patient with COVID-19 or a chronic medical 
condition that is currently well managed by a family physician. Over time the 
patient’s condition could get more complicated and they are referred to the team 
based “meso” level where other team members such as medical specialists, a dieti-
cian, social worker, or a pharmacist become involved in care delivery. The meso 
level data then rolls up to the macro level where artificial intelligence and other data 
analysis approaches are used to develop evidence to shape programs and policy and 
to inform informatics research such as on data standards and system interoperabil-
ity. The macro level outputs form the evidence that enables the micro and meso 
delivery models to learn and evolve going forward. While the micro, meso and 
macro levels are distinct from each other, they feed into other as an integrated system.

While Fig. 1.9 shows an ideal systems model of collaboration, putting the model 
into action is where the challenges arise. A collaborative system is defined by both 
the structure and behavior of the system (Kuziemsky et al. 2019) and it only works 
if all the system concepts across all levels work in unison. Team-based models may 
describe the structure of a team (Kuziemsky and Harris 2019), but collaboration 
goes beyond the structure where it is delivered. Collaboration is about how indi-
vidual workflows, terminologies etc. are reconciled into collaborative behaviors and 
protocols (Kuziemsky et al. 2019). Below we use Fig. 1.9 as a basis to discuss some 
of the lessons learned from COVID-19 and how they can help shape collaborative 
care delivery moving forward.

 Collaborative Care Delivery in the Time of COVID-19

The COVID-19 pandemic brought a rapid uptake of digital communication and col-
laboration tools to support patient care delivery (Webster 2020; Liaw et al. 2021). 
At the micro level this involved a shift in patient care delivery as countries world-
wide transitioned from face-to-face to virtual care delivery (Snoswell et al. 2020; 
Bhatia et  al. 2021). COVID-19 was credited with eroding some of the historical 
barriers to virtual care delivery including reimbursement issues and clinicians being 
mandated to use certain digital health technologies (Bhatia et al. 2021). Other micro 
level implications of COVID-19 included a positive impact on patient satisfaction in 
comparison to traditional face-to-face visits (Ramaswamy et al. 2020). However, 
micro level challenges have also been identified including interface and workflow 
complexity and inability for marginalized communities to access virtual care (Shaw 
et  al. 2021). The scope of communication and collaboration tools when the 
COVID-19 pandemic forced a move to virtual care used ranged from formal elec-
tronic medical record or telehealth tools to informal ones such as Skype or FaceTime. 
This created extra complexity as clinicians often had freedom in what digital tools 
to use for communication with their patients (Glauser 2020). While this provided 
flexibility, it also introduced challenges by creating a vast landscape of technologies 
being used leading to privacy and security issues as well as scalability issues at the 
meso level when additional care team members are engaged through meso level 
collaborations (Liaw et al. 2021).
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At the meso level, collaborative across disciplines and settings has been identi-
fied as essential to help us successfully navigate the challenges imposed by the 
COVID-19 pandemic (Xyrichis and Williams 2020). Care delivery via interdisci-
plinary teamwork played a big role in the early response to COVID-19 as mental 
health and other complex issues became more prevalent (Donnelly et al. 2021). The 
pandemic has also highlighted challenges to delivering collaborative care delivery 
including how teamwork is perceived and how formal and informal collaborative 
networks develop (El-Awaisi et al. 2020). How teams develop and create integrated 
work routines was also cited as a challenge, with virtual care posing unique chal-
lenges to delivering teamwork due to some team members struggling to transition 
their teams from face-to-face to virtual delivery (Tannenbaum et al. 2021). An over-
arching meso level challenge was that many of the known barriers to collaborative 
care delivery such as the need for shared mental models and common ground across 
team members and settings were difficult to do using digital modalities (Donnelly 
et al. 2021).

At a macro level, COVID forced governments to act quickly to address barriers 
to virtual care delivery such as the creation of virtual billing codes (Liaw et  al. 
2021). It has also been highlighted how governments may need to use emergency 
powers to create frameworks that enable data sharing to support clinical and public 
health needs from the pandemic (Bakken 2020). These macro level initiatives have 
trickled down to support collaboration at meso and micro levels by addressing some 
of the historical connectivity problems that have long impaired the delivery of col-
laborative care delivery. Macro level challenges included data standard issues and 
inequality (Nguyen et al. 2020). While governments worldwide quickly advocated 
for data sharing as part of managing the COVID-19 pandemic, a lack of congruent 
standards was a significant impediment to effective data management. Informatics 
infrastructure issues such as bandwidth for both audio and video connections cre-
ated an uneven landscape for virtual care as service availability varied across urban 
and rural areas (Liaw et al. 2021). Access and cost of technology and internet access 
also created inequality with respect to access to virtual care (Shaw et al. 2021).

 Lessons on Collaborative Care Delivery from COVID-19

The COVID-19 pandemic provided a case study of how Fig. 1.9 would be opera-
tionalized, and it offered some good insights on how we can design and evaluate 
HIT to support collaborative care delivery moving forward. The move to virtual 
care delivery emphasized the importance of collaborative competencies such as 
awareness and common ground as the basis for collaborative care delivery (Reddy 
and Spence 2008). It also highlighted the need for the development of these com-
petencies prior to engaging in collaborative care delivery and the challenges to 
developing them through virtual means. It is easier to develop common ground or 
awareness in face-to-face settings, but the reality is virtual care delivery will be a 
big part of care delivery going forward and we need to we design HIT to support 
and nurture collaborative competencies such as common ground.
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The pandemic also remined us that technology is only one part of a collaborative 
system and all underlying or adjacent system concepts (e.g. funding, organizational, 
workflow, human resource) involved in collaboration need to be co-designed with 
technology (Clarkson et  al. 2018). Many of the challenges to collaborative care 
delivery from COVID-19 were governance, social or workflow related and not 
direct technological issues.

Finally, the pandemic emphasized that designing HIT to support collaborative 
care delivery is as much about understanding individual work practices and routines 
as it is about designing systems to support collaboration. Collaboration is the out-
come we want to achieve and managing the individual-collaborative exchange by 
which individual workflows and domain specific terminologies are reconciled into 
collaborative ones is an essential first task (Kuziemsky 2015). Teamwork can be 
difficult to deliver in face-to-face settings and it is even more challenging to deliver 
virtually. As individuals engage in collaborative activities, they are changing the 
space of work into collaborative spaces and our inability to account for these 
changes is what leads to unintended consequences post HIT implementation 
(Kuziemsky et al. 2019).

 Discussion

This chapter has provided insight into e-enabled patient-provider communication 
from four case examples highlighting different contexts of patient-provider com-
munication. A common message in all the case examples was that technology is 
only one aspect of an e-enabled communication system. It is often non- 
technologically- related concepts such as data governance, workflow, socio-cultural 
factors, or cross-disciplinary integration that lead to communication difficulties. 
The automation of patient-provider communication cannot stray from the funda-
mental principles of quality and patient-centered care to avoid the plethora of HIT 
failures from the past. We cannot separate patient-provider communication from the 
contexts within which it occurs or the underlying clinical and social complexity that 
define modern health systems.

While the COVID-19 pandemic provided an excellent case study to evaluate 
the current HIT, we are not trying to solve COVID-19 as it is only the challenge 
of the moment. Instead, we need to use COVID-19 and the lessons learned from it 
to help us design resilient health systems for critical response. As highlighted in 
the section on e-enabled collaborative care delivery, an informatics infrastructure 
that spans micro, meso and macro levels must be in place as the basis for effective 
patient-provider collaboration before another pandemic occurs. After the 
COVID-19 pandemic forced health systems to move to virtual care delivery and 
the need arose for public health data sharing to support contact tracing, health 
systems worldwide realized they did have a sufficient informatics infrastructure to 
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support critical response during a pandemic. Furthermore, in underdeveloped 
countries, where the burden of disease, including mental health with depression 
and suicide, is already high, Covid-19 has exacerbated this situation with no infra-
structure to help the community. Such e-enabled infrastructure plus resilience-
building strategies should be in place in preparedness for future disasters, either 
natural or artificial.

COVID-19 also provided other insight for system design to support critical 
response such as in a pandemic. The flexibility in digital tools used to deliver health 
services in the pandemic included formal tools like telehealth and EHRs and infor-
mal tools like Skype or WhatsApp. While this flexibility was beneficial for enabling 
expedited access to meet the needed demand, it also raised privacy and security 
concerns and presented scalability challenges when care delivery moved from 
micro to meso to macro levels. These concerns are even more severe for low-to-
middle income countries, where infrastructure support for privacy and security is 
already the bare minimum, and the concept of privacy is not always a part of the 
culture.

Our chapter provided insight on how such an informatics infrastructure can be 
configured. E-enabled collaborative care delivery requires technology to be designed 
that can be used by all users. Successful design and implementation of a collabora-
tive digital care delivery model for patients and providers requires the roles of health 
professionals to be refined from individual into collaborative competencies. A col-
laborative digital health model must include the involvement of patients as an essen-
tial partner in designing digital health systems. We need to work with patients, 
providers, and policy makers to address the non-technical issues of system interop-
erability including providing necessary training and education to ensure people 
have the necessary digital and health literacy. While technology is often the focus of 
digital health systems, implementing and managing these systems are true socio-
technical endeavors with social, political, organizational, and economic implica-
tions. Digital health systems must be a driver of health equity for everyone. We must 
ensure that increased digital health capacity improves healthcare delivery and access 
to services for everyone and does not increase access for some while decreasing it 
for others.

In summary, technology alone will not solve ongoing health system issues 
around data interoperability, workflows, or equitable access to health services. 
E-enabled Patient-Provider Communication requires an informatics infrastructure 
that should be designed using principles of systems thinking to account for the tech-
nological, social, cultural, and policy contexts that contribute to equitable, efficient 
and safe healthcare delivery.
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Abstract The goal of Primary Care is the optimization of individual and popula-
tion health through timely, evidence-based care and prevention at the lowest cost. 
Direct Primary Care (DPC) is a compelling ambulatory practice model that aims to 
remove patient barriers to access and provide timely and personalized preventive 
and first-line care for a fixed periodic fee per patient or as a no-additional-cost 
option in employer-based health insurance programs. DPC’s success and sustain-
ability in different patient populations, care/community settings and physician prac-
tice configurations is of growing clinical practice and business research interest, 
particularly with respect to understanding which features (disease, social determi-
nants of health) increase patient engagement in preventive care services (PCS) when 
access barriers (enrollment costs, co-pays, communication, distance) are removed. 
This chapter reviews literature about DPC and describes the shift occurring between 
patients-providers-payers and the associated impact on healthcare’s future. Mixed- 
methods scientific qualitative (interviews, surveys) and quantitative (descriptive, 
predictive, and prescriptive analytics) techniques are described. The role of infor-
mation and communications technologies (ICT) in improving care and its quality 
for both patients and practitioners are explored. Select results from R-Health Inc., a 
DPC practice, illustrate the major advantages of timely access, effectiveness (e.g. 
care coordination, preventive care), patient-centered, and efficiency/affordability.

Keywords Primary health care · Health informatics · Mathematical computing · 
Machine learning · Information technology · Evaluation studies · Data science

Learning Objectives
 1. Define Direct Primary Care (DPC) as a practice and payment model and 

list characteristics that distinguish it from a Patient Centered Medical 
Home (PCMH) and other forms of primary care.

 2. State the Quadruple Aim of Healthcare Improvement and how DPC 
attempts to address it for different healthcare stakeholders (patients, physi-
cians, employers).

 3. Describe the distinctions between qualitative and quantitative clinical data 
in terms of availability, quality (completeness, correctness, currency) 
study, and insights that may be gained with respect to assessing the quality 
and value of healthcare.

 4. Describe benefits and limitations of qualitative methodologies. Explain 
how a semi-structured interview can be created and used to obtain infor-
mation on physician motivations, processes, and satisfaction with DPC 
and other care models.

 5. Describe benefits and limitations of quantitative methodologies. Explain 
how descriptive, predictive, and prescriptive analytics can be used to 
obtain insights into influential factors for engaging and retaining patients 
in a DPC care model.
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 Primary Care, the Patient-Centered Medical Home, 
and Direct Primary Care

 Primary Care

Primary Care (PC) is comprehensive first contact and continuity medical care for 
patients. PC is performed by a personal physician or team that works in collabora-
tion with other health professionals to address and optimize patient health through 
prevention and cost-effective management and coordination, in partnership with 
patients and caregivers. PC services include health promotion, disease prevention, 
health maintenance, counseling, patient education and advocacy, diagnosis, and 
treatment of acute and chronic illness.

A Primary Care Practice (PCP) is a patient’s traditional entry point into health-
care (American Academy of Family Practice 2020a). Tasks of PC include care coor-
dination, disease prevention and management, health maintenance, and patient 
education of patients, families and related stakeholders. PC is principally ambula-
tory, but may include urgent, emergency and/or inpatient care. PC is typically pro-
vided by family practitioners, internists, pediatricians, obstetricians/gynecologists 
and/or geriatricians, but may be provided by specialists where a patient’s care may 
be complex (such as in cancer care) (Howley 2020).

A key component of assuring the quality of primary care is through regular mea-
surement of its safety, effectiveness, timeliness, efficiency, equity, and patient- 
centeredness. The Quadruple Aim of improving healthcare quality is the continuous 
effort to: (a) improve the patient experience of care, (b) reduce per capita costs, (c) 
improve population health, and (d) improve the work experience of providers 
(Berwick et al. 2008; Bodenheimer and Sinsky 2014).

 Patient Centered Medical Home

The Patient Centered Medical Home (PCMH) is a healthcare organization that pro-
vides, organizes, and delivers PC that is comprehensive, patient-centered, coordinated, 
accessible, and of the highest quality and safety (AHRQ, HHS 2021). The PCMH is 
based on a foundation of the use of certified health information technology, a strong 
primary care workforce, and adequate payment for services. PCMHs are accredited by 
the Health Resources and Services Administration ((HRSA) and its contractors) of the 
US Department of Health and Human Services (HHS) through a program of periodic 
evaluation and (electronic) clinical quality metrics of patient outcomes (The Joint 
Commission 2021; HRSA 2018). Payment for PCMH services is linked through 
Medicare and other insurances. Rosenthal et al. (2016) assessed the quality, utiliza-
tion, and cost of 15 small and medium-sized PCMHs in a multi-payer pilot in Colorado.

Payment for health care has traditionally been based on fee-for-service (FFS), 
where remuneration is based on specific services and encounters (Healthcare.gov 
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2021a). Recent transition has been to value-based-payments (VBP), where remu-
neration is based on overall performance (pay-for-performance, utilization, and out-
comes) of a healthcare provider for a given population of patients over time 
(Healthcare.gov 2021b). Other forms of payment for health services include capita-
tion/managed care (Alexander et al. 2005) and subscription services (Alguire 2021).

 Direct Primary Care

Direct Primary Care (DPC) is a practice and payment model for ambulatory care 
where patients/consumers pay a periodic retainer fee for access to a defined set of 
PC and administrative services (American Academy of Family Physicians 2018). It 
replaces third-party insurance and fee-for-service billing. Patients/consumers carry 
other insurance for non-covered services, such as specialty care, emergency, and 
hospital services (American Academy of Family Practice 2020b). Covered DPC 
services include but are not limited to routine care, regular checkups, preventive 
care, and care coordination (Roberts-Grey 2020).

DPC payments are a flat monthly or annual fee per patient, paid directly to the 
practice, which may come from a group (such as an employer) that has contracted 
for DPC (as part of a menu of health insurance products) for its constituents. This 
revenue model marked reducing uncompensated administrative burdens and costs, 
stabilizing practice finances, and freeing physicians and staff from coding and bill-
ing tasks.

DPC practice affords physicians more time for tasks directly related to patient 
care. In contrast to fee-for-service, which incentivizes large patient panels and 
shorter visits, DPC reverses this paradigm, allowing smaller patient panels and 
encouraging continuous, personalized, and comprehensive care. Because DPC fees 
cover the direct cost of services, patient access barriers to physicians are removed.

DPC arose from a collective effort to (a) improving patient experience of care, 
(b) reducing its per capita cost, and (c) improving the work life of healthcare provid-
ers (Mutter et al. 2018). Decoupling the assigned value of single interactions from 
the overall value of longitudinal primary care enables providers to support long- 
term health goals and quality improvement for individuals and populations. The 
DPC model can provide benefits to the many stakeholders involved.

DPC is not a single model. One version (1) consists of individual and family 
memberships, paid by the individuals directly to the practice on a monthly or annual 
basis. Another (2) consists of contracts between an employer who typically provides 
a self-funded insurance product to its employees and a DPC provider organization, 
giving access to DPC services for the employee population (and their families). In 
either case, the practice must charge a periodic fee and not participate in third-party 
fee-for-service (FFS) billing (Eskew and Klink 2015). A DPC provider may practice 
embodying either model or a combination of the two. The third implementation of 
DPC not explored here involves a “hybrid” approach, wherein a practice sees one 
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subset of patients under a traditional FFS arrangement and another subset in a DPC 
capacity.

• Example of (1): An independent practice with extremely low overhead may 
effectively provide primary care services to a small panel of patients. The pri-
mary indicator of quality and value is member retention.

• Example of (2): In an employer-contracted membership, the employer is the pur-
chaser on behalf of its enrolled workforce (the members). An employer with a 
large or geographically diverse population will usually work with a larger DPC 
organization to provide local service to its employees.

In an employer-contracted membership, the healthcare consumer is separate 
from the entity paying for the service. The employer may be providing the DPC 
membership for a variety of reasons, including valuing the role of primary care in 
lowering costs and improving outcomes, seeking to improve the long-term progno-
sis of employees with chronic conditions, or wanting to lower absenteeism by pro-
viding frictionless and timely access to a DPC physician. In this scenario, the 
employer naturally wants a precise evaluation of their return on investment. Metrics 
that indicate quality (effectiveness of care and utilization) are typically derived from 
claims data (Patient-Centered Primary Care Collaborative 2019). A DPC practice is, 
by definition, not billing third-parties on a fee-for-service basis, so the incentive to 
maintain the considerable overhead of a billing staff is diminished.

Herein lies a fundamental conundrum of changing paradigms in a large, com-
plex, and bureaucratic system. In order to be a viable option for meeting the 
Quadruple Aim on a national scale, DPC must demonstrate its ability to deliver 
superior care and save money compared to traditional FFS care. Realistically, it will 
be the larger DPC organizations that have the organizational infrastructure to meet 
traditional expectations of coding and claims submission while still maintaining the 
philosophical intent behind the program. Submitting claims for quality purposes, 
without payment expectations, is a well-worn path in other capitated models. It will 
enable a fair and risk-adjusted comparison of a DPC population with a cohort 
receiving primary care in the FFS world. Documenting, coding, and submitting 
claims continue to divert healthcare dollars from clinical care to questionably valu-
able administrative work. This is a challenge in the DPC model. The many clinically 
oriented interactions between provider and patients facilitated in the DPC environ-
ment are not captured by the claims data. It will be up to the DPC community to 
determine how best to demonstrate the value and effect of these healthcare nudges.

 Accreditation Process

DPC does not have a specified structure or accreditation process, such as the one 
that exists for the PCMH as summarized in Table 2.1. As DPC practices are outside 
of insurance payments (including Medicare/Medicaid), regulatory overhead and 
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Table 2.1 Patient centered medical home and direct primary care comparison

Aspect PCMH DPC

Name Patient centered medical home Direct primary care
Practice Comprehensive Primary care
Certification HRSA and contractors None
Insurance 
coverage

Comprehensive, through CMS and 
commercial

None required, but linked to 
comprehensive coverage

Clinical model Team-based care with a defined network of 
practitioners and resources

Provider-led with supportive 
community and embedded 
resources

Practitioners Internal medicine, pediatrics, family 
practice, Ob/Gyn, geriatrics, some specialty 
services

Principally family practice

Payment 
model

Value-based payment, flexible Subscription, not fee-for-service

Use of health 
IT

Mandated; focus on EHR technology Not mandated; not specified

Quality 
measures

Defined, including electronic clinical 
quality measures (eCQM)

Flexible to DPC structure

paperwork are much reduced. An area of interest is how to define and measure the 
quality and impact of DPC practices. Limitations include small sample sizes, lack 
of existing quality measures, data quality and variability in DPC practices and their 
patient populations (Busch et al. 2020).

 Experience of the Patient and Provider

No matter the version of DPC in play, the model’s core expects an enduring rela-
tionship between patient and provider. This relationship is built upon a foundation 
of three practice-side necessities: (1) Ample provider time for each patient, (2) 
Provider financial terms that incentivize long-term patient health and not volume of 
care, (3) Provider incentives to promote patient satisfaction and positive patient 
experience.

Ample provider time for direct patient care can be supported in two ways: reduc-
ing the overall number of patients in the panel and reducing the non-clinical burdens 
on providers. In a small independent DPC practice that focuses on individual mem-
berships, the feedback loop is very efficient. Their membership will dwindle if a 
provider does not create an attentive, responsive, and clinically supportive environ-
ment. Larger DPC organizations with a less direct feedback loop are served by well- 
considered physician compensation structures and executing thoughtful contracts 
with customers.

Critics suggest that DPC will exacerbate the physician shortage by reducing the 
overall number of patients seen by a DPC provider (Weisbart 2016). The PCP 

J. L. Snowdon et al.



31

shortage is driven by the extremely high burnout rates of PCPs practicing in an 
unreasonable FFS model of care coupled with a paucity of new doctors choosing 
primary care for fear of professional burnout (DeChant et al. 2019). There is no 
shortage of medical students interested in practicing primary care, so as career paths 
with a higher likelihood of professional satisfaction become available, more provid-
ers will choose primary care than currently do.

The experience of the patient is notable for the initial reconfiguration of expecta-
tions that must occur. Prior to joining a DPC practice, many patients have received 
their care in a traditional PCP office, or from urgent care, the emergency depart-
ment, or specialists. Although the very definition of Primary Care includes continu-
ity and prevention, the reality for many patients is minimal time with a PCP, and 
many barriers to direct access of that provider. Coordination between specialists is 
often fractured or non-existent. Without a PCP who has the time and incentive to 
“quarterback” complex chronic issues, patient care suffers. Once a patient is part of 
a DPC practice, there is often a need for significant education around the reasonable 
(and often heightened) expectations for primary care.

There is no single type of patient who most benefits from DPC. Providing DPC 
care to patients with chronic conditions supports the most prominent and immediate 
need. People with one or more poorly controlled chronic conditions often have 
looming health crises that may be averted by behavioral or lifestyle changes. DPC 
allows this category of patient to receive the focused attention of a provider trained 
to understand, educate, and motivate them. However, since an individual’s interac-
tion with the healthcare system is ultimately inevitable, long-term health and well-
ness can be effectively supported by the early adoption of regular preventive care. 
Providing everyone with access to effective primary care establishes the expecta-
tions and behaviors that will support people throughout their lives.

Direct primary care has been shown to reduce costs, increase health outcomes, 
support patient activation and health literacy and reduce provider burnout. Examples 
are given in (Huff 2015; Eskew and Klink 2015; Pofeldt 2016; Chappell 2017; 
Carlasare 2018; Breen et al. 2019; Pierce and Pierce 2020; Kauffman 2020; Busch 
et al. 2020).

 The Patient-Provider-Payer Shift

Global forces and the COVID-19 pandemic have disrupted the status quo in health-
care. Four shifts are happening between patients, providers, and payers that will 
impact healthcare in the future.

First, a data explosion is taking place in healthcare amidst an industry-wide push 
for interoperability. The volume, velocity, and types of data (real-world, genomic, 
social, and patient-generated from wearables, etc.) are growing exponentially across 
the healthcare ecosystem. Rising patient and ecosystem expectations combined 
with new regulatory requirements are calling for better management and secure 
exchange of data while maintaining privacy governance.
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Second, innovations in technology and patient-centricity are shifting care para-
digms and driving digital transformation. Innovations in data and information tech-
nology (IT) are making care delivery more intelligent and autonomous through the 
use of artificial intelligence (AI), mobile devices and wearables, chatbots, and per-
sonalized clinical decision support. Virtual healthcare through telemedicine and 
remote patient monitoring is becoming more mainstream in response to the 
COVID-19 pandemic.

Third, consolidation and disruption are driving the transformation of business 
and operating models between payers and providers. A shift toward value-priced 
“payviders” is occurring with mega-mergers (e.g., CVS/Aetna, Optum/Davita, and 
Cigna/Express Scripts), the rise of retail clinics (e.g., CVS, Walmart), and non- 
traditional entrants (e.g., Amazon).

Finally, scarce resources and fluctuating demand are driving a relentless focus on 
cost reduction, quality, and access. Provider accountability is shifting from fee-for- 
service to outcomes improvement. Lower-cost care alternatives such as the direct 
primary care (DPC) model give family physicians an alternative to fee-for-service 
insurance billing, typically by charging patients a fixed fee that covers most primary 
care services and, in return, the patient receives improved access to and quality of 
care. Rising awareness of inequity of care across racial and socioeconomic groups 
is also pivoting focus to the quality of care for all.

 The Implications for DPC in Practice

The implications of these shifts for DPC in practice are putting humanity back into 
medicine by taking a holistic, patient-focused approach with a focus on prevention 
and social determinants of health (SDoH). Hills-Briggs et al. (2020) show SDoH 
evidence supporting associations of socio-economic status, neighborhood and phys-
ical environment, nutrition, health care, and social context with diabetes-related 
outcomes in their scientific review. Nielsen (2019) and Tou et al. (2020) describe the 
needs and challenges for incorporating behavioral health and SDoH in DPC and 
other models. Zulman et al. (2020) and Davis et al. (2020) examine Veterans Affairs 
patients and the relationship of patient-reported social and behavioral determinants 
on health on estimated risk of hospitalization and emergency department utilization, 
respectively.

Superior human-to-human connections, or patient-provider communications 
(PPC), can lead to better outcomes and are especially important in pandemics to 
address isolation and mental health issues. Digital health innovation and technolo-
gies can reduce strain on physicians and help to ensure more timely, safe, and effec-
tive access for patients. The PCP and patient are free to communicate in the most 
effective manner for the individual situation. Sun et al. (2019a, b) model the perso-
nas of communication modality usage in a DPC practice. Okunrintemi et al. (2017) 
show a strong relationship between PPC and patient-reported outcomes, utilization 
of evidence-based therapies, healthcare resource utilization, and expenditures 
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among those with established atherosclerotic cardiovascular disease. Laurance et al. 
(2014) report the positive impact of PPC in four global case studies: online mental 
health, follow-through on genetics screening, obstetrics, and a hospital-based 
patient engagement program. Finney Rutten et al. (2015) confirm the importance of 
PPC in shaping patients’ ratings of care quality. Several studies describe the 
improvement PPC has in follow-through with cancer screenings and differences 
among various socio-cultural groups (Kindratt et al. 2020a, b; Jacob et al. 2012; 
Carcaise-Edinboro and Bradley 2008).

 Mixed Methods Research Methodology

This section covers the topics of mixed methods research including qualitative and 
quantitative methods, data types, and data quality. Mixed methods research refers to 
a methodology that combines, or “mixes,” quantitative and qualitative data in a sci-
entific evaluation study (Tashakkori and Teddlie 1998, 2003). The integration of 
quantitative and qualitative approaches within a single evaluation can permit a more 
synergistic analysis of the data, suggest topics for further understanding and prob-
ing, confirm results, and unlock the value of the combined data compared with 
performing either approach independently. Evaluation of a DPC using mixed meth-
ods contributes to learning about best practices around effectiveness in achieving 
the quadruple aim outcomes of timely access, the effectiveness of care coordination 
and preventive care, patient experience of care, and efficiency.

 Qualitative Methods

Qualitative research can serve a helpful purpose in evaluating primary care where 
important clinical messages may come from individuals of varying interprofes-
sional backgrounds. Qualitative research investigates phenomena through an in- 
depth, holistic fashion, often involving a collection of rich narrative materials 
(Moser and Korstjens 2017, Korstjens and Moser 2018). Qualitative studies can 
give insights into the underlying factors—the “why”—behind statistical regularities 
seen in the data. The key to this approach is gaining a deep understanding of peo-
ple’s experiences, perceptions, and behaviors within the natural context of the phe-
nomena being examined (Moser and Korstjens 2017; Thomas 2006; Britten 
et al. 1995).

Qualitative research questions tend to be broad to prompt reflection and preserve 
openness to unexpected findings (Korstjens and Moser 2017). Designs generally 
fall into the “big three” categories of qualitative research: ethnography—the study 
of culture within a society; phenomenology—a guided study of an experience; and 
grounded theory—the construction of theory from data collected (Korstjens and 
Moser 2017).
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Participant observation, in-depth interviews, and focus group discussions are 
commonly used qualitative techniques (Moser and Korstjens 2018). Only certain 
techniques of observations, interviews, and focus groups are appropriate to use 
within each category. The data collected by those techniques have different weights 
and uses in analysis within each of those categories.

As an example, we conducted a series of semi-structured interviews with provid-
ers to understand their motivations for switching to a DPC practice and the extent to 
which they felt that their expectations had been realized, their patient facing goals, 
their overall work routines, what challenges they faced, their information needs, 
their perceptions of their patient panel and which patients benefit most from a DPC 
model of care. We also asked about their daily routines and the other people with 
whom they worked, and their impressions and relationship with their broader orga-
nization. A semi-structured interview aims to ensure that all desired topics are 
probed while allowing for a natural flow so topics can be pursued naturally as they 
arise, without artificially constraining the conversation to only the topics and order-
ing in the researcher’s preconceived script. The ability for new and unanticipated 
themes to arise and be explored is an important feature of qualitative methodologies 
and can be especially valuable at early stages of an exploration (Braun and Clarke 
2006, Campbell et al. 2013).

Interviews are typically recorded (after obtaining subjects’ consent) and are 
often transcribed, either manually or with the assistance of speech-to-text software. 
Grounded theory methodologies can then be employed, providing a principled way 
for themes and insights to arise and be culled from the interview transcripts 
(Korstjens and Moser 2017).

Because of the commitment of time required, such studies typically involve a 
relatively small set of subjects and thus can lack the statistical significance of a 
large-scale data study or broadly cast survey. Nevertheless, what they lack in statis-
tical significance is often more than made up for in the depth and breadth of under-
standing they provide, especially in new and complex settings. Direct primary care 
settings present an opportunity to research human and social phenomena that are 
unique to this novel model of care delivery.

 Quantitative Methods

Quantitative methods for data analysis are commonly organized into the following 
four categories: (1) descriptive analyses, (2) predictive analyses, (3) diagnostic 
analyses, and (4) prescriptive analyses (Banerjee et al. 2013). Generally, these cat-
egories reflect the purpose of the analysis rather than the models or methods that 
may be used. Table 2.2 provides examples of the types of questions that each of 
these types of analyses intends to support.
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Table 2.2 Examples of questions that different types of analysis could address

Analysis 
category Exemplary questions

Descriptive • What proportion of patients received their flu shot this month?
•  What are frequent patterns/modes of communication between patients and 

providers?
• What is the distribution of wait-times for appointments?

Predictive • What is the risk of complications for this diabetic patient?
• How likely is it that this patient has asthma?

Diagnostic •  Could greater access to primary care lead to fewer visits to the emergency 
department?

•  Could greater access to primary care lead to increased use of colon cancer 
screening?

Prescriptive • What medication(s) should I prescribe to this patient?
• What is the ideal panel size for this population of patients?

Descriptive statistics describe the nature of quantitative data, and these statistics 
form the basis of descriptive analyses. Readers are referred to Spriestersbach et al. 
(2009) for a comprehensive overview of descriptive statistics.

The goal of predictive analytics in primary care is to forecast events in advance 
based on historical patterns to provide insights for patient triage, diagnostic or treat-
ment decisions, resource allocation, and population health management (Lin et al. 
2019, Rajkomar et al. 2019, Kang et al. 2021). Recent examples of predictive ana-
lytic applications in the primary care domain range from cardiovascular diseases 
risk prediction (Weng et al. 2017) to diabetes management (Dankwa-Mullan et al. 
2019), asthma diagnosis (Daines et al. 2019), improving operating room efficiency 
(Bartek et al. 2019), and patient decision support, to name just a few (Wallace et al. 
2016, Cabitza et al. 2017, Oude Nijeweme-d’Hollosy et al. 2018).

Diagnostic analyses are more narrowly focused on identifying causal relation-
ships between data variables so that potential root cause issues can be targeted with 
an intervention. In section “Timely Access”, we described how qualitative methods 
could be used to investigate “why” certain observed events may have occurred. If 
appropriate observational data are available, there are also quantitative methods for 
estimating whether certain events or factors could have caused certain other events. 
Listl et  al. (2016), Mackay (2003), Cawley (2015), and Lechner (2011) provide 
accessible overviews of these causal inference methods, along with their 
limitations.

Finally, prescriptive analyses are used to produce specific recommended actions 
that a relevant stakeholder could take. In the primary care setting, prescriptive anal-
yses are often used to address challenges related to improving patient access to care. 
Gupta and Wang (2008) and Qu et al. (2015) use Markov Decision Process (MDP) 
models to identify policies, or rules, that specify the circumstances under which to 
accept walk-ins and when to schedule or re-schedule appointments. For a 
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systematic review of approaches used to determine provider panel sizes in primary 
care, the reader is referred to Shekelle et al. (2019). Examples of panel size optimi-
zation efforts include Balasubramanian et al. (2007), Murray et al. (2007), Green 
and Sergei (2008), and Raffoul et al. (2016). A recent, novel application of prescrip-
tive analytics in primary care was proposed by Tang et al. (2021) for recommending 
more personalized treatment options for patients with chronic disease.

Qualitative and quantitative methods can complement each other to provide a 
complete and accurate understanding of real-world phenomena. The selection of 
subjects and topics to study can be informed by quantitative data, while insights 
gleaned from in-depth qualitative methods can often be informed or verified 
through quantitative analyses to see how consistent they are across a broader 
population.

 Data Types

Data in a healthcare setting can refer to information about individual patients and pop-
ulation cohorts. Advanced data and analytic tools can help healthcare providers make 
more informed diagnoses and care plans, and allow administrators to more effectively 
allocate resources, control costs, and understand linkages to patient outcomes. 
Healthcare data can be categorized into the following types: electronic health records 
(EHR), administrative insurance claims and billing, communication (metadata about 
patient-provider communication, telehealth, surveys, interviews), and standardized 
clinical data for reporting, for example, to Medicare or other regulatory agencies.

 Data Quality

The emergence of data environments with growing data volume, velocity, variety, 
veracity, and value creates a greater need for organizations to be supported by pro-
cesses and technologies to produce and maintain high-quality data facilitating reuse, 
accessibility, analysis, validation of research findings, and long-term preservation. 
Organizations strive for complete, valid, accurate, timely, uniform, and organized 
data that is consistent. Higher quality data leads to better insights that can be used 
to make more informed decisions.

Data cleansing, or data cleaning, is the process of detecting and correcting (or 
removing) duplicate, conflicting, irrelevant, corrupt, inaccurate, or invalid observa-
tions from a database. The interested reader is referred to the following publications 
for an in-depth treatment of this topic (Cai and Zhu 2015; Ridzuan and Zainon 
2019; Liu et  al. 2015; Osborne and Overbay 2004; Kwak and Kim 2017; Kang 
2013; Schafer and Graham 2002; Barnett 1983).

Data cleaning has several benefits and challenges. Benefits include improved 
decision making and increased productivity. Challenges include limited available 
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information and knowledge about the cause of data anomalies, and data cleaning 
maintenance may be time-consuming and expensive.

Results can be corrupted if either actual outliers are not removed from the data 
set or if valid data is identified as an outlier and is removed in error. Additionally, 
bias may be introduced to skew the data to influence the outcome (this can go either 
way, i.e., lead to rejection of null hypothesis or overestimation of association).

 Results

This section presents selected results from R-Health, an ambulatory care organiza-
tion that offers preferred provider organization (PPO) plan subscribers the option to 
participate in DPC at no additional cost, to illustrate the four major advantages of 
DPC: timely access, effectiveness (care coordination, preventive care), patient- 
centered, and efficiency/affordability.

 Timely Access

R-Health explored telehealth usage pre- and post- COVID-19 pandemic in their DPC 
practice. Prior to March 2020, before U.S. state governments began to declare states-
of-emergencies due to the COVID-19 pandemic, a majority (62.58%) of patient inter-
actions including encounters for regular visits, preventative care services, testing, and 
counseling, occurred in person; virtual interactions such as virtual visits, outreach, 
email, and phone calls accounted for 37.42% of all interactions. During the 12 months 
leading up to March 1, 2020, on average, 34.16% (standard deviation (SD) 1.99) of 
interactions per month were conducted virtually. During this period, 35.42% of all 
interactions/month were specifically office visits, whereas only 8.88% were virtual 
visits. The total number of office visits (11,568) was greater than the total number of 
virtual interactions (11,194). As the pandemic forced physicians to limit the types of 
services provided in person, patients and providers turned to virtual care. Immediately 
after March 2020, virtual interactions replaced physical, in-office interactions as the 
predominant mode of receiving care. From March 1, 2020 to October 29, 2020, virtual 
interactions accounted for 70.875% of all interactions (SD 13.67), with nearly 90% of 
interactions in April and May being virtual. During these 8 months, virtual visits made 
up 37.04% of interactions, whereas office visits made up only 11.8%. Figure 2.1 pro-
vides a distribution pre- and post-COVID-19 pandemic for six diagnoses, which 
occurred through both in- office and virtual visits. These six diagnoses include anxiety 
disorder, hyperlipidemia, examination, vitamin D deficiency, essential (primary) 
hypertension, and type 2 diabetes mellitus. In the 6 months post-March 1, 2020, a 
larger proportion of diagnoses were made virtually, reflecting a shift from the tradi-
tional source of diagnosis, in-office, prior to the pandemic. During the 6 months before 
the pandemic, 21% (n  =  111) of anxiety disorder (F41.9), 14% (112) of 
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Fig. 2.1 Distribution of in-office and virtual visits 6 months pre-and post-COVID-19 pandemic 
for six prevalent diagnoses

hyperlipidemia (E78.5), 10% (74) of vitamin D deficiency (E55.9), 5% (68) of hyper-
tension (I10), and 9% (47) of type 2 diabetes diagnoses (E11.9) were made virtually. 
During the pandemic, 80% (482) of anxiety disorder, 62% (329) of hyperlipidemia, 
58% (303) of vitamin D Deficiency, 52% (610) of hypertension and 61% (225) of type 
2 diabetes diagnoses were made virtually. R-Health’s telemedicine service ensured 
providers could diagnose their patients and patients adapted quickly to this form 
of care.

 Effectiveness

Sun et al. (2019a, b) explored patients’ utilization of different direct and mediated 
communication modalities at R-Health and the patient characteristics that predict 
their communication behavior patterns. Based on this knowledge, they developed 
two patient personas that explicate the nuances of patients who tend to prefer visit-
ing the clinic in person versus those who use mediated modalities more often. The 
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results suggest that patients and their health team alike may be incentivized to adopt 
and utilize multi-modality communication in a DPC setting voluntarily.

Snowdon et al. (2020a) conducted a descriptive study to compare primary care 
quality (PCQ) metrics from EHR and claims data with similar populations bench-
marked by the Agency for Healthcare Research and Quality’s National Healthcare 
Quality and Disparities Reports (AHRQ-NHQDR) (Agency for Healthcare Research 
and Quality (AHRQ) (2015)), the Centers for Disease Control and Prevention’s 
Behavioral Risk Factor Surveillance System (CDC-BRFSS) (Centers for Disease 
Control and Prevention (2017)), and the Office of Disease Prevention and Health 
Promotion’s Healthy People 2020 (Centers for Disease Control and Prevention 
(2014)). A retrospective study of patients enrolled in R-Health’s DPC practice from 
October 2016 to November 2019 was conducted to determine how well DPC 
patients met or exceeded state and national benchmark data. Data were stratified 
into three primary care cohorts: all patients, patients enrolled for 1 year or more, and 
engaged patients who were enrolled for at least 1 year and received care from 
R-Health. PCQ metrics were chosen based initially on National Quality Forum’s 
validated measures and then mapped to benchmarks for comparisons. PCQ metrics 
were collected using CPT/ICD-9/ICD-10 codes from claims and EHR data for 
breast, cervical, and colorectal cancer screenings, cholesterol recordings, emer-
gency department visits, and others. For the 7040 DPC patients retrospectively stud-
ied, analysis of nine adult PCQ metrics showed R-Health exceeded 55.5% of state 
and national benchmarks. Secondary analysis across all metrics indicated engaged 
patients had higher use of preventive services than patients in the other two catego-
ries, reflecting the desired aims of the R-Health DPC model. This study provided 
contemporary, real-word evidence on how DPC may serve as a viable model to sup-
port prevention goals set by select AHRQ, CDC, and Healthy People 2020 
benchmarks.

Sylla et al. (2020) present an interactive, visual analytics tool for understanding 
the composition of a patient’s network of providers and how these providers col-
laborate. The tool uses the power of network analytics to decrypt very complex and 
dynamic relationships between care delivery and outcomes. Network science offers 
both descriptive and prescriptive methods, enabling users to graph and analyze his-
torical and real-time data to not only understand current system states, but also 
simulate different configurations. Networks can be optimized across various metrics 
and reconfigured to ensure every patient is paired with the necessary composition of 
caregivers based on the patient’s conditions and health requirements. Users can 
employ the tool to automatically build, view, and analyze patient-sharing provider 
networks. Insights gleaned from R-Health’s DPC practice included an understand-
ing of referral patterns and specialty service utilization. Specialty services were 
utilized on average by 499 patients at approximately 12.2 visits per patient. Among 
the most strongly connected specialty pairs were Hospitalist-Radiology and 
Emergency Medicine- Radiology, indicating the types of providers who share the 
most patients and treat the same patients. The R-Health patient-provider has a low 
network density (0.08), meaning the network is not as connected as it can be. In the 
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context of referrals, every patient is not seeing every specialist, which may suggest 
an added benefit of the DPC model—more efficient referrals.

 Patient-Centered

Snowdon et al. (2020b) developed and tested six machine learning (Alpaydin 2021) 
models to predict patient and DPC practice features associated with utilization of 
preventive care visits (PCV) and preventive care screening (PCS) tests in a cohort 
of 3707 patients enrolled in DPC at R-Health for at least 1 year using electronic 
health record and administrative (claims/billing) data, and electronic provider-
patient communication (e.g., secure email, phone, text messaging, mobile app) 
metadata. The Extreme Gradient Boost machine learning (Chen and Guestrin 2016) 
model had the highest performance for predicting ambulatory PCV (accuracy 0.86, 
F1 0.89), which is important for classifying which members would or would not 
obtain preventive care from R-Health providers using member and provider data as 
input features. Separate models were developed for predicting which members 
would receive preventive screening tests and then analyzed to identify members 
most likely to skip their recommended preventive visits and screening tests. Model 
accuracy for preventive screening tests were breast (0.92), colorectal (0.70), and 
cervical (0.66) cancers, and hemoglobin A1c (0.61). Explanatory factors extracted 
from models indicate PCS usage is most significantly associated with patient-pro-
vider communication, higher member age, and overall member health according to 
the Shapley additive explanation value (SHAP) (Lundberg and Lee 2017). DPC 
providers should consider increased and targeted communication efforts and target-
ing members in these categories to be more proactive with their preventive 
screenings.

Zhang et al. (2020) analyzed patient characteristics associated with preventable 
emergency department (ED) utilization among R-Health DPC enrollees. Practice 
EHR and external claims data were analyzed for diagnoses associated with ED vis-
its for DPC patients. Chest pain was the most frequent principal diagnosis for DPC 
ED visits. A higher frequency of ED visits was associated with more extended DPC 
patient-provider interactions.

 Efficiency/Affordability

Quantifying time demand for PCPs can help providers and health system manag-
ers optimize resource allocation. Park et al. (2020) used data from R-Health Inc. 
to estimate the future time demand and classify high-demand patients using 
machine learning. The predictive model could identify the top 20% patients in 
terms of time demand within the following year with >80% accuracy. This type 
of analysis can help hospitals plan and allocate resources for high demand 
patients, and also distribute burden across physicians and avoid physician 
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burnout, which in turn positively affects patient-provider communication (Chung 
et al. 2020).

 Conclusions, Implications, and Future Directions

Primary care can and should serve as a foundation for effective healthcare that spans 
an individual’s lifetime and considers physical, mental, and social health and wellbe-
ing (Zivin et al. 2010). In the United States, the intersection of technological advances, 
primary care shortages, and a global pandemic has highlighted the vast opportunity 
for improvement.

Healthcare must remake itself for the twenty-first century. The “new normal” 
includes information access, communication norms, and patient and provider 
expectations that were generally nonexistent in the last century. Information and 
data about health status, behaviors, and diagnostics are more readily available than 
ever before. The value of AI has come into focus, especially regarding patient out-
comes and optimized experience for patients and healthcare workers alike. The 
COVID-19 pandemic has demonstrated that providers can deliver safe and effective 
primary care virtually. Combining an abundance of patient-generated data, ever 
more sophisticated clinically-oriented AI, and a wide variety of communication 
modalities will reshape the healthcare landscape. The healthcare industry must 
resist the urge to treat care delivery and primary care specifically as a business 
opportunity that can be endlessly optimized for maximum throughput and targeted 
referrals into the specialty care system.

Primary care occupies a significant and vital space in the healthcare arena. Over 
time, economic interests have unduly influenced this specific sector of the industry. 
While a fee-for-service approach is suitable for some types of healthcare, it is fun-
damentally at odds with the concept of supporting long-term health and prevention. 
The majority of a person’s typical healthcare needs can be delivered in the primary 
care setting. Advancements in technology will undoubtedly bolster concurrent 
improvements in primary care. Still, care is ultimately provided by an individual 
capable of working with the patient on an ongoing basis to support the full spectrum 
of health and wellness-related needs.

In summary, in this chapter, the collective body of research studies described 
above employing both qualitative (interviews) and quantitative (descriptive, predic-
tive, and prescriptive analytics) methods to uncover insights from complex health-
care delivery information (data and metadata from EHRs, claims and patient-provider 
communications) for R-Health has demonstrated that these enabling technologies 
are promising. Our results showed a DPC practice lowers patient access barriers to 
physicians and affords physicians more time for activities directly related to patient 
care. Our results also showed superior patient-provider communications can lead to 
better adherence to preventive screening test guidelines and outcomes. Our results 
showcased the importance of telemedicine and remote patient monitoring in tradi-
tional primary care and during acute events due to the COVID-19 pandemic. The 
future holds more opportunity for innovations in data and information technology to 
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make care delivery more intelligent and autonomous through the use of artificial 
intelligence, mobile devices and wearables, multimodal communications including 
chatbots, and personalized clinical decision support.

Chapter Review Questions
 1. List characteristics of DPC that make it attractive to (a) individual patients and 

families, (b) practitioners, and (c) employer groups.
 2. State the purpose of the Quadruple Aim and its four overarching goals.
 3. How do aspects of direct primary care meet or not meet the Quadruple Aim for 

healthcare improvement for (a) providers and (b) patients?
 4. What role do multi-modal communications (phone, email, text, video) play in 

patient outcomes?

Chapter Review Answers
 1. Direct primary care is attractive to (a) individual patients and families for low (to 

no) cost and facilitated access to providers, personal relationship with practitio-
ner; (b) practitioners for reduced patient panels and time to see patients and 
engage in knowing about patients; and (c) employer groups for low to fixed cost 
as a primary care/preventive service to employees.

 2. The purpose of the Quadruple Aim is to guide the redesign and reform of health-
care systems and the transition to high-value care. The Quadruple aim has four 
overarching goals: improving the individual experience of care, improving the 
health of populations, reducing the per capita cost of healthcare, and improving 
the experience of providing care.

 3. Direct primary care brings to (a) providers the time and incentive to focus on 
care and not administrative overhead and to (b) patients alternative modes of 

Clinical Pearls
• A Direct Primary Care practice affords physicians more time for tasks 

directly related to patient care, in contrast to fee-for-service, which incen-
tivizes large patient panels and shorter visits. DPC reverses this paradigm, 
allowing smaller patient panels and encouraging continuous, personalized, 
and comprehensive care, and because DPC fees cover the direct cost of 
services, patient access barriers to physicians are removed.

• Superior human-to-human connections, or patient-provider communica-
tions, can lead to better outcomes and are especially important in pandem-
ics to address isolation and mental health issues.

• Telemedicine and remote patient monitoring are becoming more common-
place in traditional primary care, and not just for acute events, due to the 
COVID-19 pandemic, and these trends are expected to continue.

• Innovations in data and information technology are making care delivery 
more intelligent and autonomous through use of artificial intelligence, 
mobile devices and wearables, multimodal communications including 
chatbots, and personalized clinical decision support.
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access and timeliness and quality of care to meet the goals of the Quadruple Aim 
for healthcare improvement.

 4. Superior patient-provider communications can lead to better outcomes and are 
especially important in pandemics to address isolation and mental health issues. 
Digital health innovation and technologies can reduce strain on physicians and 
help to ensure more timely, safe, effective, and alternative modes of access for 
patients. The primary care physician and patient are free to communicate in the 
most effective manner for the individual situation.
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Chapter 3
Smart Homes for Personal Health 
and Safety

George Demiris, Therese S. Richmond, and Nancy A. Hodgson

Abstract Passive monitoring technologies that can be embedded into the residen-
tial infrastructure have introduced new functionalities for “smart homes” that can 
facilitate health monitoring and promote well-being and safety of occupants. In this 
chapter we review emerging trends in smart home systems for health and safety and 
discuss clinical, technical and ethical implications. We present a case study of 
Sense4Safety, a technology supported nursing intervention targeting fall risk man-
agement among older adults with mild cognitive impairment (MCI) in low resource 
settings. More specifically, this system links at-risk older adults with a nurse tele- 
coach who guides them in implementing evidence-based individualized plans to 
reduce fall risks. The system employs machine learning techniques to inform indi-
vidualized plans to reduce fall risk and identify escalating risks for falls through 
real-time in-home passive monitoring. Using this system as an example, we high-
light the potential of smart home technologies to facilitate health management and 
promote safety for various populations with diverse needs and cognitive and func-
tional abilities. We discuss a framework to assess obtrusiveness of smart home 
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 technologies and identify ethical implications, highlighting the role of behavioral 
sensing and passive monitoring in the design of personal health informatics tools.

Keywords Smart homes · Sensors · Passive monitoring · Falls · Patient safety · 
Home health · Internet of Things

 Introduction

The emergence of IoT (Internet of Things) devices has introduced new ways to cre-
ate monitoring platforms in the home, ranging from sensors that detect motion and 
time spent in each room to fall detectors and sensors that measure environmental 
parameters such as humidity and luminosity. Internet of Things refers to the net-
work of objects equipped in internet connectivity so that they can be controlled 
remotely and can also be interconnected as they exchange data. Current commer-
cially available examples of IoT devices include home automation tools, such as the 
control of lighting, heating, and home appliances, and motion tracking. Users can 
control such systems by using smartphone applications (apps), web interfaces, or 
even with voice interaction via smart speakers. These features introduce ways to 
increase safety and convenience; for example, adults with limited mobility can con-
trol doors or light switches with voice commands.

A “smart home” is a residential setting with embedded technological features 
that enable passive monitoring of residents aiming to improve quality of life, detect 
or even prevent emergencies and adverse health events, and ultimately increase resi-
dents’ independence. The technology becomes part of the residential infrastructure 
and does not require training of or major operation by the resident, making it a 
potentially desirable solution for residents with varying degrees of computer experi-
ence and cognitive and functional abilities.

Passive monitoring facilitated by smart home systems can provide insights into 
activities of daily living and facilitate health monitoring without reliance on human 
observers, in the natural real-world environment where people live their lives, and 
can support a proactive approach by which patterns and trends are identified before 
an actual adverse event occurs. This goal is not achieved by having humans review 

Learning Objectives for the Chapter
Upon completion of this chapter, readers will be able to:

• Describe current and future trends in smart home technologies for health 
and safety

• Analyze technical, clinical and ethical challenges in the use of smart home 
technologies for health and safety

• Recognize the value of participatory design and stakeholder inclusion in 
all stages of design, implementation and evaluation of smart home systems

• Reflect on the role of behavioral sensing and passive monitoring in patient 
engagement and shared decision making
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data points generated in real time but rather by developing appropriate algorithms 
that provide accurate inferences about activities of interest. The advancement of 
data analytics grounded in machine learning supports the early identification of 
potential changes in health, detecting anomalous activities based on vast amounts of 
sensor data, and prompting timely intervention to prevent adverse health events.

Many examples highlight the potential of data analytics to support smart home 
systems. Novel machine learning algorithms have been used to analyze data from 
multiple sensors to correctly classify and categorize older adults’ activities of daily 
living to assess functional capacity (Ghayvat et al. 2015). Fall detection is another 
area of study especially for community dwelling older adults where different 
approaches have been tested such as acoustics (Salman Khan et al. 2015) or privacy 
preserving motion capture images (De Miguel et al. 2017). Smart monitoring sys-
tems have also been developed to increase medication adherence (Aldeer et  al. 
2018). Comprehensive solutions based on longitudinal studies such as the GatorTech 
project (Helal et al. 2005) or TigerPlace (Rantz et al. 2008) have demonstrated over 
the years how physiological and behavioral data collected through sensors can be 
used to assess both short-term and long-term health patterns, detect anomalous 
activities, and respond to emergencies (Helal et al. 2005).

The “smart home” functionalities can be grouped into the following categories:

 – Physiological monitoring: Collection and processing of data that support physi-
ological measurements ranging from basic measures of vital signs of pulse, res-
piration, temperature, weight, bladder and bowel output, to more complex 
measures such as electrocardiogram (ECG), continuous glucose monitoring, and 
anticoagulation testing devices.

 – Functional monitoring: Collection and processing of data describing functional 
measurements such as general activity level, motion, gait, meal intake, medica-
tion monitoring and other activities-of-daily-living.

 – Security monitoring and assistance: Measurements that detect human threats 
such as intruders. Assistance includes responses to identified threats.

 – Safety monitoring: Collection and processing of data to detect environmental 
hazards such as fire or gas leak or emergencies such as falls or injury. Safety 
assistance includes functions such as automatic turning on of bathroom lights 
when getting out of bed, facilitating safety by reducing trips and falls. Location 
technologies aimed at safety also fit into this type.

 – Social interaction monitoring and assistance: Collection and processing of data 
describing social interactions such as visits, phone calls, or other interactions. 
Social interaction assistance includes technologies that facilitate social interac-
tion, such as video-based components that support video-mediated communica-
tion with friends and family, virtual participation in group activities etc.

 – Cognitive and sensory assistance: provision of automated or self-initiated 
reminders and other cognitive aids such as medication reminders and manage-
ment tools, or lost object locators, for persons with memory deficits. Cognitive 
assistance applications also include task instruction technologies, such as verbal 
instructions in using an appliance. Sensory assistance includes technologies that 
aid users with sensory deficits such as for sight, hearing, and touch.
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 Sense4Safety: Using Smart Home Technology to Reduce 
Fall Risk

 Falls and MCI as Significant Public Health Problems

Falls and fall-related injuries are significant public health issues for adults 65 years 
of age and older. Over a third of older adults fall each year and 10–20% of falls 
result in serious injuries such as fractures and head trauma (Centers for Disease 
Control and Prevention 2005). Non-fatal fall-related injuries are associated with 
considerable morbidity including decreased functional status, increased depen-
dence, and significant use of health care services. Fall-related injuries are among the 
most expensive medical conditions (Carroll et al. 2005). The annual direct medical 
costs in the US due to falls are estimated to exceed $50 billion (Florence et al. 2018; 
Carroll et al. 2005), and this estimate does not include the indirect costs of disabil-
ity, dependence, and decreased quality of life (Burns et al. 2016).

Falls in older adults are not random events, but occur as a result of muscle weak-
ness, slow reaction time, and cognitive changes (Holtzer et  al. 2007). Cognitive 
impairment has been identified as a leading risk factor for falls in older adults. Over 
60% of older adults living with mild cognitive impairment (MCI) fall annually—
two to three times the rate of those without cognitive impairment (Gonçalves et al. 
2018; Oliver et  al. 2007). The physiologic mechanisms leading to falls in older 
adults with MCI include reduced gait speed and shortened stride length, which have 
been suggested as appropriate biomarkers of fall risk (Sterke et al. 2012). Yet, little 
research has focused on fall risk identification in older adults with MCI whom exist-
ing interventions could benefit. When implemented proactively, fall risk interven-
tions (e.g., STEADI and other multicomponent interventions) can reduce fall rates 
by 20–30% (RAND Report 2003).

MCI in community-dwelling older adults may not be recognized due to its subtle 
onset and hesitancy of individuals and their families to acknowledge ‘memory prob-
lems’. Yet, in addition to its significant contribution to falls, early cognitive impair-
ment may have treatable components, and recent research supports a combination 
of medical and lifestyle interventions to delay and reduce further decline (Morley 
et al. 2015). The magnitude of fall-related costs underscores the need to evaluate 
cost effective and scalable strategies to proactively identify individuals at most risk.

 Rationale for Passive In-Home Sensing

Depth sensing focuses on motor signs that may appear years before the onset of 
dementia (Buchman and Bennett 2011; Buracchio et al. 2010). An accumulating 
body of research has documented that changes in gait parameters precede cognitive 
decline and dementia (Best et al. 2016; Verghese et al. 2007). Slowed gait speed and 
greater stride-to-stride variability are associated with reduced cognitive function in 
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non-demented older adults (McGough et al. 2011; Verghese et al. 2008), and slowed 
gait speed alone is predictive of cognitive decline and future onset of dementia 
(Mielke et  al. 2012). Declining physical performance stemming from reduced 
health of sensory and motor systems contributes to progressive and catastrophic 
mobility disability in community-dwelling older adults (Guralnik et al. 2000), and 
adults with MCI are at even greater risk for gait instability and falls (Verghese et al. 
2009). Assessment of physical function can provide clinically relevant information 
for identifying risk for accelerated functional decline leading to loss of indepen-
dence in the home (Fried et al. 2000; Guralnik et al. 2001). A better understanding 
of functional mobility may shed light on the transition from functional indepen-
dence to dependence, thus increasing identification of persons at greatest risk for 
falls and future decline (Di Carlo et  al. 2016). Snapshot measures of functional 
mobility collected in standard clinical practice rely on a single evaluation to esti-
mate a person’s capacity. Rare events such as falls may go unreported and remain 
unassociated with an individual’s change in, for example, gait or cognition (Whitney 
et al. 2012). Moreover, episodic evaluation of older adults does not lend itself to 
detecting events or syndromes that progress slowly (e.g., cognitive decline, frailty) 
between clinician visits (Kaye et al. 2011).

 Use of Passive Monitoring Technology for Early Detection 
of Functional Changes

The capacity of in-home sensor technology to detect gait parameter changes sug-
gestive of early illness in cognitively intact older adults has been established (Rantz 
et al. 2017). While passive monitoring has been used successfully in older adults, 
the correspondence between clinical assessments and sensor data that represent gait 
parameters, as well as decline in function and fall risk, has not been studied exten-
sively in individuals with MCI. In a sample of 18 older adults, five of whom had 
cognitive impairment, researchers found moderate to strong correlations between 
clinical assessment of mobility and cognitive function and in-home activity patterns 
derived from machine learning algorithms applied to data collected from sensors 
(Dawadi et al. 2016). Another study using Passive Infrared (PIR) motion sensors to 
monitor gait demonstrated differential trajectories of gait speed and gait variability 
for cognitively intact participants compared to those with MCI, although over the 
3-year data collection, those with MCI exhibited the most change (Dodge et  al. 
2012). Thus, passive monitoring technology is a promising tool for augmenting 
information obtained from clinical assessments, facilitating fall prevention and 
highlighting trends and challenges in a more proactive fashion (Boise et al. 2004). 
Prompt detection of an older adult’s deviation from a sensor-recorded baseline pro-
vides the opportunity for early evaluation and treatment both of reversible prob-
lems, such as medication side effects or acute illness and of progression of chronic 
illnesses and conditions and the opportunity to institute evidence-based strategies to 
prevent falls (Hayes et al. 2008).
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 The Sense4Safety Intervention

We have developed Sense4Safety, a nursing-driven technology-enhanced interven-
tion that includes multiple components (described below): (1) in-home assessment 
and action; (2) education; (3) passive monitoring and communication; and (4) alerts. 
The intervention is primarily via video-conferencing or phone, supplemented by 
in-home visits at intake, and 12 months to conduct in-person assessments.

In-home assessment and action An initial home visit is conducted by a nurse and 
a technician. The technician installs depth and motion sensors in the residence to 
facilitate the passive in-home sensing system. The nurse conducts an assessment of 
the older adult in the domains of socio-demographics, cognition, physical function, 
and activities of daily living. The nurse also conducts an evaluative direct observa-
tion to identify home fall hazards. This process identifies aspects of the physical 
environment (including objects, space and elements in and about the house) that 
pose a risk or danger of causing the older adult to fall. Upon completion of the 
assessments, the nurse will discuss findings and specific recommendations to reduce 
fall risk in the home environment with the individual and a family member or trusted 
other if the older adult chooses to identify such a care partner who is tasked to 
engage in and assist with the monitoring and decision making process. Identifying 
a trusted other is not required for participation.

Education Educational material is provided to the older adult/trusted other that 
describes resources for fall risk prevention strategies as well as instruction in the 
Otago Exercise Program (OEP) that can be performed at home to reduce fall risk. 
OEP is an evidenced-based, home-based, individually tailored strength and balance 
retraining program that improves strength and mobility and reduces falls and fall- 
related injuries in high-risk OA (Campbell et al. 1999; Thomas et al. 2010). The 
older adult is asked to keep a diary of their activities and debrief the nurse coach 
biweekly.

Passive Monitoring and Communication The nurse has access to a dashboard that 
summarizes functional mobility and gait information generated by the passive in- 
home sensing system that informs the tailored intervention recommendations. This 
information demonstrates potential changes in fall risk specific to the individual 
OA.  During regularly scheduled bi-weekly video-conferencing calls (or phone 
calls) the nurse tele-coach discusses these findings with the individual/trusted other, 
identifies potential barriers to exercising, determines exercise progression, and 
addresses questions or concerns by the OA/trusted other.

Alerts When a fall or near-fall is identified by the passive in-home sensing system, 
an alert is generated and sent as text message and email message to the nurse and 
the trusted other. The nurse contacts the older adult/trusted other to examine the 
nature of the event and to capture the individual’s narrative of the event and the 
perceived factors leading up to the event.
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 Ethical Implications

Smart home solutions introduce many challenges especially in terms of privacy and 
informed consent when targeting individuals with cognitive limitations. Investment 
in technology to support older adults with cognitive decline is growing as demand 
outpaces the supply of dedicated resources for supported care. The functions of 
these technological solutions range widely, including assistance with activities of 
daily living (ADL), physiological monitoring, cognitive assistance and monitoring, 
emotional and environmental support (Choi et al. 2019; Seelye et al. 2020). While 
ethical implications of the use of technologies for people living with cognitive 
impairment have not been fully examined (Ienca et al. 2018), issues such as auton-
omy, informed consent, dignity, and distributive justice, along with threats to values 
like privacy and identity, are beginning to receive increased attention (Meiland et al. 
2017; Berridge 2016). Researchers have identified adoption barriers and user dis-
satisfaction that result when ethical reflections and conversations on social values 
are not considered in the development of devices (Robillard et al. 2019). The sur-
veilling nature of some technologies can also place important values—and family 
members themselves—in tension with one another (Kenner 2008).

A recent study examining implications of Internet-connected technologies in 
dementia care conducted in Europe (Wangmo et  al. 2019) invited 20 clinicians, 
nursing home managers, and researchers in geriatrics and related fields to discuss 
ethical concerns about the use of intelligent assistive technology with older adults 
and people living with cognitive impairment. A range of concerns were described, 
including fair technology access, the possible replacement of human assistance, and 
the use of deception. The ethical importance of communicating risks and benefits to 
users of a given technology and consenting patients were core concerns. These con-
cerns are amplified with emerging innovations in robotics, artificial intelligence 
(AI), sensor-based systems (Vallor 2016; Lindeman et al. 2020), including in-home 
sensors that monitor movement and behavior, and voice-activated systems that 
access information or remotely control appliances. A recent systematic review 
found that most (67%) technologies designed for older adults with cognitive impair-
ment were developed without explicit consideration of any ethical principles (Ienca 
et  al. 2018). These ethical concerns are amplified in our current period of rapid 
technological development, with marked growth of innovations in robotics, artifi-
cial intelligence (AI), sensor-based systems including in-home sensors that monitor 
movement and behavior, and voice-activated systems that access information or 
remotely control appliances. It is essential that all involved in the rapid expansion of 
these digital technologies follow accepted ethical principles and anticipate evolving 
issues that will arise (Nebeker et al. 2019).

A theoretical framework that can guide the formative and summative evaluation 
of smart homes is the obtrusiveness framework that defines obtrusiveness of smart 
home technology as “a summary evaluation by the user based on characteristics or 
effects associated with the technology that are perceived as undesirable and physi-
cally and/or psychologically prominent” (Hensel et al. 2006). The framework has 
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four underlying assumptions: (a) obtrusiveness is a summary evaluation that may be 
based on the cumulative obtrusiveness of a number of characteristics or effects asso-
ciated with the technology or on one characteristic or effect that is especially impor-
tant or prominent to the user; (b) the obtrusiveness of a given technology is 
subjectively assigned by each person; (c) “user” refers to not only the patient, but 
also any other resident in the home; and (d) the framework focuses specifically on 
the home setting recognizing it as a person’s private, personal space, with a very 
different psychological dynamic than in an institutional facility. Within this frame-
work, 22 categories of what may be perceived as obtrusive in smart home technol-
ogy are proposed based on a review of the literature. These categories are grouped 
into eight dimensions: physical aspects, usability, privacy, function, human interac-
tion, self-concept, routine, sustainability.

Additional considerations include the potential burden that may be placed on 
family caregivers, issues of accessibility and informed consent. As we design new 
technological solutions for home monitoring especially for populations that require 
assistance with daily activities or health related processes and decisions, we may be 
introducing new challenges for family caregivers or trusted others who are often 
asked to assist with the gathering or interpretation of data leading to additional 
responsibilities that require further training and experience. The accessibility of 
smart homes needs to recognize factors affecting access including structural, finan-
cial and personal barriers. The operation of smart home technologies often requires 
infrastructure (such as broadband Internet) that may not be readily available, or 
retrofitting of home features that may be costly and time consuming.

Informed consent is a concept that requires careful consideration not only in the 
context of research projects but also for terms of agreement for use of smart home 
tools in the real world. Many argue that conventional ways of obtaining informed 
consent are not sufficient for systems of care using new technologies. Challenges 
emerge as a result of the the persistence and vastness of data created, stored, and 
transmitted by smart home technologies, which can lead to future reuse unspecified 
at the time of consent. Concerns specific to emerging technologies include the high 
level of digital literacy that may be needed to fully comprehend the mechanisms and 
purpose of the technology (Birchley et al. 2017). Even with traditional smart home 
systems patients may need to understand concepts of cloud storage, wireless data 
transfer and sensor data streams to fully appraise the risks associated with smart 
home systems. Individuals must understand how their data are collected, who may 
access them, and what the potential risks may be. This further stresses the impor-
tance of ongoing consent and the ability to rescind consent. Residents and their 
social network often experience the system and change their initial perceptions over 
time as they experience the system “in action.” The degree of trust in the accuracy 
and overall performance of the system as well as an assessment of preferences of 
data sharing and others accessing smart home information are part of that “lived 
experience” that affects whether older adults and families will continue to approve 
and engage with the system.

Finally, health equity needs to be considered as technological advances designed 
to bridge geographic distance and increase access to care, may actually exacerbate 
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inequities (Hong et al. 2020). Systems that place requirements on residential infra-
structure or previous experience with specific hardware or software may become 
inaccessible to underserved populations. Some systems that include extensive soft-
ware and hardware infrastructure based on extensive retrofitting of a home may 
introduce high equipment and/or maintenance costs. It is important to engage resi-
dents who are going to be introduced to smart home systems to co-design these 
solutions as they bring the wisdom of their lived experience and deep understanding 
of their circumstances and needs so that the design and implementation reflects their 
values rather than assumptions made by system developers.

 Conclusion

Smart homes introduce new opportunities for health monitoring and improving 
safety for residents and their families in their home and many applications have 
been implemented targeting older adults who wish to remain independent for as 
long as possible, as well as individuals who may be experiencing cognitive or func-
tional limitations. Behavioral sensing approaches can provide insights into activities 
of daily living and highlight trends or patterns in behavioral and social aspects of 
health in addition to physiological assessments that constitute a more comprehen-
sive snapshot of one’s well-being. Furthermore, specific smart home solutions can 
promote safety as they enable a more proactive approach that focuses on predicting 
adverse events rather than aiming to address their consequences after those have 
occurred. One such example is Sense4Safety where the use of depth sensors is sup-
porting an educational and behavioral intervention with the goal to predict fall risk 
and proactively address changes of such risk scores in order to reduce the likelihood 
of a fall. While smart home systems introduce many new ways to promote home 
monitoring, they also introduce ethical challenges and privacy considerations that 
require a careful examination of design approaches to minimize obtrusiveness and 
empower individuals and families.

Question 1:
Smart home solutions can be appropriate monitoring tools for populations with 
functional or cognitive impairment because these tools:

 (a) allow more intrusive solutions to monitor activities of daily living
 (b) support passive monitoring that does not require training or operation by 

the user
 (c) use wireless networks
 (d) can be installed quickly

Correct Answer: (b) support passive monitoring that does not require training or 
operation by the user.

Smart home solutions that support passive monitoring are often more appropriate 
for populations with functional or cognitive impairments as the technology operates 
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“in the background” without relying on a resident having to learn to operate new 
software or hardware. This approach eliminates the burden of data collection for the 
resident and the need to initiate data collection.

Question 2:
When it comes to ethical considerations, the design and deployment of smart home 
solutions for vulnerable populations need to be informed by:

 (a) The preferences of system designers
 (b) Issues of reimbursement
 (c) Issues of privacy, autonomy, obtrusiveness of technology and informed consent
 (d) Current technology trends

Correct Answer: (c) Issues of privacy, autonomy, obtrusiveness of technology and 
informed consent.

The design and deployment of smart home systems for vulnerable populations 
need to address how the technology may introduce risks and benefits for these popu-
lations and efforts to maximize protection of privacy and autonomy of residents as 
well as an understanding of the features of the technology that may be perceived as 
undesirable by the end users. Finally, engaging all stakeholders, assuring that there 
is transparency when it comes to identifying and communicating these risks and 
benefits and promoting informed consent as an ongoing process rather than a dis-
crete event, are critical to the appropriate introduction of these systems into people’s 
homes and daily lives.
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Chapter 4
Health App by Prescription: The German 
Nation-Wide Model

Monika Pobiruchin and Veronika Strotbaum

Abstract In recent years, digital applications like apps or wearable devices (e.g., 
smart watches, fitness trackers) are discussed. They are even evaluated as promising 
instruments to improve healthcare and to integrate patients better into healthcare pro-
cesses. Today, there are many applications for different health conditions. The provided 
applications are very heterogeneous in terms of manufacturers, accessibility, data pri-
vacy, and levels of quality. This makes it difficult for patients and healthcare profes-
sionals to select an adequate digital product. In fact, doctors and/or therapists were 
often discouraged to recommend specific apps, in addition recommendation of digital 
apps was not billable, either Furthermore, for manufacturers it was difficult to find a 
sustainable reimbursement model in the complex German healthcare system. Against 
this background, the “Digital Healthcare Act” (coined DVG) was passed in 2019. This 
law creates the legal basis for “Digital Health Applications” (coined DiGAs) to be 
reimbursed by the health insurance companies that cover 90% of the German popula-
tion. Moreover, this law specifies certain requirements for health applications. Hence, 
DiGAs have to satisfy certain requirements related to technical and formal as well as 
medical benefits. As of July 2022, there are 32 DiGAs available. However, there is still 
a lot of work to be done to integrate DiGAs into the daily work of doctors and therapists.
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After a short overview of the German Healthcare System, this article examines 
the main characteristics of the legal framework, the registration and the reimburse-
ment processes of the DiGA.  First experiences with DiGAs are described. 
Subsequently, this article provides an outlook on potential new business models for 
information technology companies and startups.

Keywords German healthcare system · eHealth · Digital health applications 
(DiGA) · Digital healthcare act (DVG) · Fast-track procedure

 Introduction

Let us think about a little ‘future scenario’ to start this chapter: Imagine you go to 
your family doctor for your annual checkup. You tell your doctor that you have back 
pain regularly. It is not bad, but it is a nuisance and you think it is caused by too 
much sitting in the office and too less physical activity in your daily life. However, 
you find it difficult to integrate regular exercises into your daily routine.

Learning Objectives
 1. You get an overview of the German Healthcare System and the central role 

of the health insurance, how the process of reimbursement for “conven-
tional” drugs and/or medical technology works, and the German eHealth 
strategy since 2000.

 2. You know the core elements of “Digital Health Applications” (DiGAs) and 
the underlying legal framework.

 3. You are able to assess the potential opportunities and risks associated with 
the German model.

 4. You know conditions to be fulfilled in Germany for information technol-
ogy companies and start-ups in the digital healthcare ecosystem.

 5. You can derive success factors from the presented reimbursement model, 
and you can adapt and modify these factors to your situation/region.

Clinical Pearls
• In 2019, the legal framework for prescribing Digital Healthcare 

Applications (German Digitale Gesundheitsanwendungen—DiGA) was 
established in Germany.

• Digital Healthcare Applications must prove medical benefit or added value 
for care processes.

• The possibilities of Digital Healthcare Applications must be made known 
publicly to patients, physicians and therapists as well as health insurance 
employees.
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“No problem”, your doctor tells you. “There’s a new digital health app. It’s con-
nected to a wearable device and it reminds you to sit and stand up straight, do your 
exercises regularly, and even recommends fitness workouts based on your personal 
profile and needs”.

“Sounds great. How much does it cost? And where can I get it?”
“Nothing, I can write you a prescription. You can download it via your preferred 

app store.”
You are amazed: “A prescription for a digital application just like an ordi-

nary drug?”
“Exactly.”
Let us stop this scenario here. It is not so much a future scenario as one might 

think. Since 2020, German physicians can prescribe digital health applications. 
This means, health apps are now part of the services of the statutory health 
insurances.

In this chapter, we want to give a brief overview of the German healthcare system 
and its key stakeholders. We will cover the process to get new drugs—or innovative 
medical products in general—into the market and into the reimbursement of the 
health insurances which are the largest contributors in the system. Then, we will 
compare how this process was adapted for digital health applications. A summary 
of the eHealth/digitalization strategy of the German healthcare system for the last 
20 years and how this culminated in the new ecosystem of digital health applica-
tions is provided in section “Electronic Health Card and Personal Health Records 
(2000–2020)”. First experiences with the prescriptions of digital applications are 
described in section “First Experiences with DiGAs” and opportunities for (small) 
healthcare start-ups in this new environment are presented.

 Overview

 German Healthcare System

The basic concept of the German healthcare system dates to the nineteenth century. 
Germany is regarded as the first country that introduced a national system of statu-
tory social and health insurance (SHI). This model is still called “Bismarck Model” 
because Otto von Bismarck instituted the SHI. In 1883, the Health Insurance for 
Blue-collar Workers (Gesetz betreffend der Krankenversicherung der Arbeiter) was 
passed. The aim was a mandatory universal healthcare for low-wage workers in the 
industrial sector that build upon an existing patchwork of SHI.  The system was 
funded by employers and employees through health insurance companies 
(Krankenkassen) (Busse and Blümel 2014).

This basic concept is still valid today nearly 140 years after the establishment of 
the first health insurance system. Insured persons are members of a health insurance 
company and are liable to contribution. Contributions entitle them to claim benefits, 
e.g., medical care, drugs, etc.
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The contribution to the health insurance company is a fixed universal percentage 
of the income. In 2021, the rate for the public insurance is 14.6%, 7.3% of which is 
covered by the employer (Bundesministerium für Gesundheit 2021a). On top of the 
universal rate, every health insurance company charges an additional rate 
(Zusatzbeitrag) (GKV Spitzenverband 2021a), on average 1.3%. That means it is a 
(roughly) 50:50 split between employers and employees (Sawicki and Bastian 
2008). All members (and their co-insured dependents, e.g., family members, ca. 16 
million people (Bundesministerium für Gesundheit 2020a)) of the health insurance 
company are entitled to receive the same benefits, i.e., benefits are independent of 
age, duration of membership, and the total amount of contributions paid. The types 
of benefits are defined by law (see Chap. 3 of the Social Code Book V, Sozialgesetzbuch 
V, SGB V). They comprise disease screening programs, outpatient medical care, 
dental care, etc.

Since 1st January 2009, every person residing in Germany is legally obligated to 
take out a health insurance. Today, 90% of the German population is SHI insured by 
103 different health insurance companies (Gesetzliche Krankenversicherung, GKV) 
(Bundesministerium für Gesundheit 2020a; GKV Spitzenverband 2021b). Certain 
groups are insured by private health insurances (Private Krankenversicherung, PKV), 
e.g., civic servants, self-employed and employees above a specific income threshold.

However, for this chapter we will focus exclusively on the SHI system and how 
new drugs and/or medical innovations are introduced into this system. We also 
describe how insurants can benefit from and take advantage of these drugs as well 
as of medical innovations. There are two steps to consider (1) licensing, also known 
as market access or marketing authorization, and (2) reimbursement by the SHI.

 Licensing and Marketing Authorization

Marketing authorization for new medicinal products, e.g., pharmaceuticals, contrast 
agents, etc., is laid down in the German Medicines Act (Arzneimittelgesetz, AMG). 
The national agency responsible for evaluation is the Federal Institute for Drugs and 
Medical Devices (Bundesinstitut für Arzneimittel und Medizinprodukte, BfArM). 
The criteria for licensing are based on EU-wide standards on good clinical practice 
and includes phase I, II (testing with healthy humans), and III (clinical trial with 
people affected by the disease) studies (Bundesinstitut für Arzneimittel und 
Medizinprodukte 2013).

These approval studies are sent to the regulatory authorities. After successful 
evaluation, the new drug is granted market access. This means manufacturers can 
sell their product in Germany. For this purpose, they set an initial price for the prod-
ucts by themselves. However, at this moment the new product is not yet part of the 
health plans of the SHI. This means physicians cannot prescribe the drug in their 
medical practice.
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 Reimbursement by the Statutory Health Insurance (SHI)

Manufacturers pursue reimbursement by the SHI because this is the main cost- 
bearing group in the German healthcare system. However, the price of new drugs 
and innovations are required to be economical (Wirtschaftlichkeitsgebot, see §12 
SGB V). It is required that the diagnostic or therapeutic benefit and the necessity of 
the service must be proven. Here, the Federal Joint Committee (Gemeinsamer 
Bundesausschuss, G-BA)—the highest decision-making body of the SHI system—
is responsible for the assessments (Busse et al. 2017).

The G-BA consists of 13 members: Five payer representatives, five representa-
tives of the service providers (hospitals, physicians, etc.), and three impartial mem-
bers not belonging to the aforementioned groups, one of whom is also the 
chairperson of the committee. Further, up to five general patient representatives 
and five topic- related patient representatives may attend the meetings, but are not 
entitled to vote.

The process for determining the price of the new drug for reimburse-
ment in the SHI is specified in the Pharmaceuticals Market Reorganisation Act 
(Arzneimittelmarktneuordnungsgesetz, AMNOG) which came in law in 2011: 
Based on the Benefit Dossier (e.g., approval studies and other documents) the 
G-BA decides whether a new drug has an additional benefit (Zusatznutzen) com-
pared to established, comparative therapies. This step in the evaluation process 
takes 6 months. If there is an additional benefit, the GB-A invites the manufacturer 
to negotiate a price with the National Association of the Statutory Health Insurance 
(Spitzenverband der gesetzlichen Krankenkassen, GKV-SV). These negotiations 
must take place within 6 months. If a price has been found, it becomes effective 12 
months after the start of the AMNOG process. During these 12 months, the price 
previously set by the manufacturer is effective (Staab et al. 2018).

 New Digital Services in the German Healthcare System

 Electronic Health Card and Personal Health Records 
(2000–2020)

Attempts to introduce digital services into the German healthcare system were 
closely linked to the introduction of the electronic health card (Elektronische 
Gesundheitskarte, eGK). This development started in the early 2000s and originally 
the eGK should have been introduced on 1st January 2006. The aim was that the 
insured persons’ data would be stored directly on the card and but that the eGK 
would also enable direct access to applications such as a personal, electronic health 
record (PHR). As early as 2005, it was determined that the German healthcare 
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system was characterized by media disruptions, paper-based communication, avoid-
able duplicate examinations (Bales 2005), and fax-based communication.1

The necessary technical infrastructure for the eGK was named telematics infra-
structure (Telematikinfrastruktur, TI) and developed by the gematik GmbH (share-
holders of the gematik are several service providers of the German healthcare 
system, e.g., Federal Ministry of Health (Bundesministerium für Gesundheit, 
BMG), Federal Chamber of Physicians (Bundesärztekammer, BÄK), Federal 
Chamber of Dentists (Bundeszahnärztekammer, BZÄK), German Organization of 
Pharmacists (Deutsche Apothekerverband, DAV), German Hospital Federation 
(Deutsche Krankenhausgesellschaft, DKG), National Association of the Statutory 
Health Insurance (Spitzenverband der gesetzlichen Krankenkassen, GKV-SV), 
Federal Association of Statutory Health Insurance (SHI) Physicians (Kassenärztliche 
Bundesvereinigung, KBV), and the Federal Association of Statutory Health 
Insurance (SHI) Dentists (Kassenzahnärztliche Bundesvereinigung, KZBV).

The TI was designed as a virtual private network, accessible only via “connec-
tors” (special certified card readers). Back in the early 2000s, mHealth smartphone 
applications or mobile access to EHRs via tablets was not envisioned. Therefore, the 
TI did not provide access for applications or devices that were not tied to a certified 
connector.

In 2005, the new eGK was announced as the key element of a new interconnected, 
interoperable healthcare system. Unfortunately, the eGK never met the expectations. 
For example, major physicians’ associations rejected the eGK. The association of 
private health insurance companies did not participate in the roll-out of the new card. 
Many insured persons also feared to—partly unjustifiably—become a “transparent 
patient” (Gläserner Patient) when using the services that were tied to the eGK.

The issuance of the eGK by the SHI finally began in October 2011—with a delay 
of more than 6 years.

Hence, even in 2020 PHRs are not widespread and rarely used by the German 
population (Ploner et al. 2019). Some SHIs offered PHRs as an additional service 
for their members. However, PHRs were not officially introduced by the BMG until 
1st January 2021. Now, access is possible without a connector and can be carried 
out via an app on mobile devices such as smartphones or tablets. All doctors are 
connected to the TI in the second half of 2021 and they will be able to transfer writ-
ten notes, images, laboratory results, etc. into patient records. The use of the PHR 
for insurants is voluntary (Bundesministerium für Gesundheit 2020b). Patients 
grant accesses authorizations to their physicians, and starting in 2022, this will also 
be possible at the document level.

Nevertheless, the backbone of these new developments is the “old” TI. In early 
2021, a technical whitepaper caused some excitement in the eHealth community 
and among physicians and payers: The whitepaper acknowledges that the current 

1 In 2020, during the COVID-19 pandemic, it must be noted that the German healthcare system 
would not be operable without fax and paper files. For example, the regional public health authori-
ties (Öffentlicher Gesundheitsdienst, ÖGD) were still transferring lab results and address lists of 
infected persons via fax machine.
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state of the TI reflects 10-year-old ideas, architecture, and technological back-
ground. Today, mobile applications are an essential part of daily life. Indeed, “the 
broad availability of apps for prevention, wellness, and fitness scenarios has resulted 
in an increased importance of eHealth for the healthcare industry” (Schreiweis et al. 
2019). It is mandatory that the “new” TI aims to integrate innovative digital health 
applications alongside personal electronic health records (gematik GmbH 2020).

 Digital Health Applications (Since 2020)

Following the publication of the CHARISHMA study in 2016, the BMG has commis-
sioned several further studies to examine the current market situation with a particular 
focus on opportunities and remaining obstacles to a nationwide use of mHealth prod-
ucts (Chances and Risks of Mobile Health Apps (CHARISMHA) 2016). Several sci-
entific institutions have also investigated the barriers with regard to mHealth products. 
It was shown that mHealth is mainly used in the privately funded (“second”) health-
care sector. Regarding the system of the SHI (“primary” sector), mHealth products 
were mainly paid for in case of (pilot) projects as well as within the context of selec-
tive contractual/alternative healthcare concepts. The development of viable business 
models, especially for smaller information technology companies and start-ups in this 
sector, represents a major challenge. Access to the SHI was difficult for mHealth 
products. Issues such as data privacy and evidence of usefulness also contributed to 
this difficult situation (Leppert and Greiner 2016; Herberz et al. 2018).

In this context, the Digital Healthcare Act (Digitale-Versorgung Gesetz, DVG) 
became law in 2019. It constitutes a milestone for the further spread of mHealth 
applications in the German healthcare system. The main aspect of the DVG is an 
idea named “apps by prescription” (App auf Rezept). This enables doctors/physio-
therapists to prescribe SHI insured patients “digital healthcare applications” (DiGA, 
Digitale Gesundheitsanwendungen) (§§33a and 139e SGB V). If health-related 
soft- and/or hardware (such as apps or wearables) is licensed as a DiGA and offi-
cially registered in the DiGA registry, it can be prescribed by doctors/psychothera-
pists. In this way, digital innovations can enter the SHI system more quickly. The 
“DiGAV—Digitale Gesundheitsanwendungen-Verordnung” (Digital Health 
Applications Ordinance) thereby instantiates the legal frame (Bundesanzeiger 
Verlag GmbH 2020; Bundesministerium für Gesundheit 2020c). A DiGA is sup-
posed to fulfill the following requirements:

• Certified medicine product of the risk class I or IIa
• Focus on the use of digital technologies
• Designed for medical use
• No use for primary prevention
• Patient-focused use or shared use by doctor and patient
• Barrier-free use
• A high level of protection of data privacy and IT security
• Ensuring interoperability through the use of (international) standards

4 Health App by Prescription: The German Nation-Wide Model
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Fig. 4.1 Fast-Track Procedure of the BfArM. Own diagram (2021)

If the digital health product complies with these conditions, the manufacturer is 
entitled to apply for the “Fast-Track Procedure” of the BfArM (Bundesinstitut für 
Arzneimittel und Medizinprodukte 2022a). This procedure requires the BfArM to 
decide within 3 months after the application of the potential DiGA manufacturer 
(hence “fast” track) whether the digital product is included (temporarily or perma-
nently) in the DiGA registry. Figure 4.1 shows the general process.

The manufacturer (given that the application already classifies as a certified 
medical device) applies to the BfArM and fills out a self-disclosure: It states how 
far the general conditions, e.g., in terms of quality management, support oppor-
tunities, data protection and data security etc., are fulfilled. Next, the manufac-
turer must report whether there are studies regarding the benefits of the new 
application. To get listed in the DiGA registry the manufacturer must supply or 
prove “Positive Healthcare Benefits”. This can either refer to an improvement in 
medical use (such as positive effects regarding mortality, morbidity, or health-
related quality of life) and/or to structural or process improvements (e.g., better 
access to supply, improvement of the health competence of the patients etc.). 
Provided that no studies are available yet, the DiGA will be included in the DiGA 
register for a limited amount of time, initially for 1 year. Within this period, the 
manufacturer must prove practically that his application makes improvements in 
one of the possible areas mentioned. The evidence of a positive supply effect 
must usually be carried out via a validated study design. There are no detailed 
requirements, however, the manufacturer must use validated instruments (e.g., 
the record of health-related quality of life with the SF36 or other validated ques-
tionnaires). With the entry in the DiGA registry (in accordance with § 139e SGB 
V) of BfArM, the positive supply effects are ensured at the beginning or after 12 
months at the latest. Furthermore, the price negotiations regarding the reimburse-
ment start in the first year between the executive committee of GKV National 
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Association of Statutory Health Insurance Physicians as representative of the 
statutory health insurance and the Executive association of Digital Healthcare 
(Spitzenverband Digitale Gesundheitsversorgung, SVDGV) as representative of 
the manufacturer. After 1 year, new negotiations take place between the afore-
mentioned parties. The manufacturer also must provide relevant information 
about its product in the DiGA registry, which includes the precise indication 
according to ICD (International Classification of Diseases), the intended patient 
group, the functional conditions of the DiGA, the support potential etc. 
(Bundesinstitut für Arzneimittel und Medizinprodukte 2022a). Physicians are 
supposed to be able to find all relevant information in the DiGA registry as 
quickly as possible without having to search for the necessary information. In 
general, DiGA must always be designed for both major mobile operating sys-
tems: iOS and Android (Bundesinstitut für Arzneimittel und Medizinprodukte 
2020a, b).

Following the conclusion of these formal processes, the DiGA may be prescribed 
to patients covered by SHI.

As Fig. 4.2 describes, the doctor’s/psychotherapist’s office (or hospital) selects a 
DiGA from the DiGA registry and prescribes the app to the insurant analogous to 
the regulation of medications via the “pink prescription form”, i.e., the conventional 
format to prescribe the medication.

The insurant contacts his health insurance company with this prescription via a 
health insurance app or portal, in the office or by mail. The health insurance com-
pany now generates an activation code and informs the insurant via the aforemen-
tioned communication ways. The insurant can now download the DiGA from the 
respective app store. The manufacturer of the particular app will be informed by the 
health insurance company about the download of the DiGA. The manufacture clari-
fies the billing with the health insurance company.

DVG – DiGA Prescription by a Doctor/Therapist 

Doctor/therapist
prescribes DiGA

Patient contacts 
health insurance

Health insurance
generates an 

activation code and 
checks the formal 

requirements

Formalities and 
Reimbursement

Patient downloads 
DiGA in app store 
(iOS or Android)

DiGA
manufacturer

gets reimburse-
ment

Fig. 4.2 Prescription process of a DiGA by a doctor/therapist. Own diagram (2021)
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 First Experiences with DiGAs

 Acceptance and Knowledge About DiGA Among German 
Healthcare Professionals and Citizens

In 2020, the organizations involved in the DiGA process, especially the BMG and 
the GKV-SV worked intensively to clarify all technical issues and agree on common 
processes and standards. In fact, the DiGA manual published in April 2020 already 
constitutes a freely accessible document with detailed information about all aspects 
regarding DiGA for manufacturers, users, and suppliers. A short time later, an 
English version for foreign manufacturers of DiGAs was published as well.

In October 2020, the first DiGAs were included in the registry. At the same time, 
21 manufactures’ applications had applied for entry into the registry. Manufacturers 
of 75 applications had enlisted for a consultation with the BfArM (Bundesinstitut 
für Arzneimittel und Medizinprodukte 2020b). As of July 2022, 32 applications are 
listed in the DiGA registry (12 temporarily and 20 permanently). Two DiGAs have 
already been canceled due to different reasons. The DiGAs serve a quite broad 
medical field. For example, applications for, multiple sclerosis, tinnitus, mental dis-
orders (e.g., panic disorder) or coxarthrosis etc. (Bundesinstitut für Arzneimittel 
und Medizinprodukte 2022b). Considering the high demands for consultations of 
the BfArM it can be assumed that several new applications will be accepted tempo-
rarily or permanently as DiGA this year.

Nonetheless, there is an increasing amount of critique of the current practice 
from various parties and several organizations are requesting changes. Especially 
the National Association of the Statutory Health Insurance criticize the current, 
relatively free pricing in the first year of the DiGA practice. In the first year, DiGA 
manufacturers are relatively free to define the prices per DiGA relatively freely and 
thus gain relatively high prices in comparison to previous profits in the private 
patient market. The National Association of the Statutory Health Insurance advised 
that the requirements for cost-effectiveness of medical benefits in SGB V must be 
considered. In addition, the relatively low admission criteria compared to other ser-
vice areas in the healthcare system is evaluated critically from the perspective of the 
GKV. Another point of critique by GKV refers to the aspect of the real usage of the 
application, as the manufacturer receives the negotiated price after the DiGA has 
been cleared by the insurant—regardless of whether the application is used then. To 
the health insurance companies, it is not directly obvious to what extent the DiGA 
really plays a role in healthcare. Another issue of critique relates to the topic of data 
protection respectively data security. Since there is no official or governmentally 
acknowledged data protection seal in Germany, a self-commitment of the manufac-
turers is currently sufficient. An external review of data protection and data security 
does not (yet) exist at present (GKV-Spitzenverband 2021; Ärzteblatt online 2020).

The fact that mHealth applications are indeed a debatable aspect was already 
highlighted in several studies. For example, a 2019 review published in BMJ has 
shown that many apps both routinely pass user data to third parties—including 
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highly sensitive data such as medication lists—and are not very transparent in their 
handling of user data, and that app users usually have few individual configuration 
options with their apps (Grundy et al. 2019).

Another aspect is the question to what extent and time duration the topic 
DiGA will be noticed by doctors and patients at all and especially via which 
channels and instruments—above all in reference to less technically savvy insur-
ants. The same applies outside the “bubble” of GVK and manufacturer organiza-
tions (SVDGV), and how well they have taken note of the topic. One might 
assume that the quick implementation of the underlying processes and structures 
has contributed to the fact that doctors, for example, are (still) quite reluctant 
towards DiGAs.

In autumn 2020, a survey of 124 family doctors showed that currently 40% do 
not consider themselves prepared to prescribe DiGAs. Asked for the reasons, the 
doctors mentioned the—from their point of view—insufficient medical benefit, 
concerns regarding data protection, as well as the lack of binding quality criteria. 
However, 62% of the family doctors were convinced that health apps will have a 
strong or partial influence on their everyday professional life (IQVIA 2020).

Another survey among family doctors reported that respondents rated their level 
of information about DVG as rather poor (51%) or poor (12%). Another 12% stated 
that they had not yet learned anything about DVG (12%). A quarter of general prac-
titioners currently feel rather well informed, but none consider themselves as very 
well informed (Radić et al. 2021).

The reluctance of physicians and therapists is certainly reflected in actual pre-
scribing practice: Although there are no official figures on how often individual 
DiGAs have been prescribed to patients, there are some hints: As today (September 
2021), 17,000 DiGA or less than 1000 per DiGA have been prescribed—although 
over 70 million people in Germany were eligible to benefit from DiGA (Ärzteblatt 
online 2020). Clear favorites among the available DiGAs have not yet emerged at 
this time (BVMed 2021).

However, the prescribing practice is influenced by the existence of reimburse-
ment options for doctors. In this context, the SVDGV (Executive Association of 
Digital Healthcare) and representatives of the SHI agreed on the reimbursement 
options for the prescription process itself in March 2021. Doctors/Therapists will 
receive around two Euro for the first prescription of a permanent listed DiGA, fol-
low- up prescriptions will not be billable. For this process, a new fee regulation posi-
tion was created. Except of the DiGA “Somnio”, an application that supports 
therapy for sleep disorders, there are no more reimbursement options for doctors, 
e.g., for further DiGA-related medical services. For “Somnio”, doctors or therapists 
can receive about seven Euro for the monitoring of the patient’s data (Grätzel von 
Grätz 2021). In can be said that doctors and therapists are relatively free in the fur-
ther use of the DiGA to date as there are no medical guidelines etc. which provide 
information about data monitoring, follow up visits or medical consultations after 
the initial prescription process. This means of course that doctors and therapists cur-
rently have no financial incentives in connection with the DiGA process. In addi-
tion, there are no legal requirements or directives for transfer and/or interoperability 
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of patient generated data between the DiGA and the medical practice management 
software. One possibility is the use of the national telematics infrastructure (TI); the 
responsible associations are currently working on that issue.

It is clear that the public relations of the cooperation partners must be improved 
and expanded. Therefore, the SVDGV is already planning to expand the existing 
information and education capacities, especially for doctors, psychotherapists and 
other healthcare specialists. Specific education and information for health insurance 
employees is to be intensified accordingly, so that they can pass on the right infor-
mation to insurants and—ideally—also name contact persons for insurants and doc-
tors as well as manufacturers. Moreover, the SVDGV reports that it is working to 
digitize the supply and prescription process and especially on advancing the con-
nection of DiGA with the nationwide PHR as well as the integration with the elec-
tronic prescription (Ärzteblatt online 2021).

The German Medical Association and the Federal Association of Statutory 
Health Insurance (SHI) Physicians (KBV) have developed additional information 
material, so that doctors can better inform their patients about the possibilities and 
the limitations of digital health applications (Bundesärztekammer (BÄK), 
Kassenärztliche Bundesvereinigung (KBV) 2020).

 DiGA as a New Business Model for Healthcare Start-ups 
and New Strategic Partnerships

The DVG not only created a market for the national health insurance companies 
offering DiGAs. The law also pursues the objective of stimulating digital innova-
tions in healthcare through further measures. For example, health insurance compa-
nies may support digital medical devices, telemedical applications or other digital 
procedures. In addition, they are also entitled to develop or let develop, digital inno-
vations in cooperation with third parties. In accordance with the DVG, health insur-
ance companies may invest 2% of their financial reserves as a part of a capital 
commitment for a maximum of 10 years. The form and manner of this investment 
can be determined relatively freely by the insurance companies without the legisla-
tor having to intervene to any great extent (see §68a SGB V).

This means that health insurance companies now have the possibility, for exam-
ple, to invest in promising healthcare-related start-ups and establish business incu-
bators to specifically support founders and turn ideas into business models. The new 
rules of the DVG give manufacturers more planning security because it provides 
clear guidance to receive reimbursement for all statutory health insurances.

This new legal framework facilitates the cooperation of start-ups with well- 
established players in the German healthcare system. Moreover, health insurance 
companies can also cooperate with digital companies outside the scope of DiGAs. 
For example, the health insurance company IKK Südwest covers the costs of the 
“Nia” app, a personal assistant for better management of atopic dermatitis 
(ÄrzteZeitung online 2021).
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As already mentioned, the German healthcare system is complex, and many 
stakeholders are involved. Each actor has its individual demands and conditions, be 
it the BMG or the DiGA manufacturers. However, the network established and the 
experiences gained during the planning and implementation of the DiGA process 
can be utilized for further digital innovation. The joint networks and the resulting 
“mutual trust” and debate culture represent an advantage not to be neglected the 
establishment of new business models. Due to precise prescription practice, health 
insurance companies also get the possibility to learn more about the health needs of 
their insurants. This provides health insurance companies the chance to co-develop 
digital health concepts in a more targeted way.

The “Lessons Learned” in the context of DiGA implementation certainly could 
mean a push in the direction of digital innovation, and not only on the part of the 
national healthcare insurance companies. Private health insurance companies 
(PKV), i.e., not SHI, are also showing their interest in developing and providing 
their own “DiGAs”. The private health insurance companies are currently coordi-
nating a certification procedure and are also striving for a common guideline. 
Similar, PKV has announced its aims to refund the DiGA certified by the 
BfArM. Consequently, this will result in new cooperation possibilities for start-ups 
in cooperation with private insurance companies (Schlingensiepen 2020).

 Conclusion

The German healthcare system is (hopefully) slowly shifting towards a more inno-
vative system that allows innovative digital applications (e.g., Web-based applica-
tions, smartphone applications) to enter the statutory healthcare system and support 
patients seamlessly. In 2020, laws were passed to allow digital applications to be 
reimbursed in the statutory health system. This is considered an essential aspect for 
the acceptance of digital applications in the doctors’ offices. Entering the DiGA 
registry ensures that the applications are certified as medical device and have 
proved/will prove a positive effect for patients. Only those digital applications listed 
in the registry can be prescribed by doctors/therapists.

The process for market access and price negotiations are similar to those for 
“regular” drugs (AMNOG process vs. Fast-Track Procedure) with the BfArM as a 
central authority and a fixed period of several months that allows the manufacturers 
to determine the price themselves. This is one of the main points of critique from 
payers. In addition, physicians still do not know that DiGAs exists, what their ben-
efits are, and how to prescribe them. Furthermore, it is quite contradictory that pre-
scribing digital applications from the doctor or therapist is still done via the “old” 
pink paper-based prescription form (this is the standardized form for doctors to 
prescribe pharmaceuticals and devices like seeing aids or ankle-foot orthosis) as 
there is no widely available and well-known PHR with integrated electronic pre-
scription functionality. With the roll-out of the PHR in 2021, it remains to be seen if 
this will change in the following years.
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The Federal Ministry of Health wants to further advance digitalization and is 
focusing on nursing. With the Digital Healthcare and Nursing Modernization Act 
(Digitale-Versorgung-und-Pflege-Modernisierungs-Gesetz, DVPMG) coming into 
effect in 2021, Digital Care Applications (Digital Pflegeanwendungen, DiPA) are 
also to be introduced. DiPAs may include, for example, applications for fall preven-
tion or personalized care services for dementia patients. Like the BfArM’s Fast- 
Track procedure for DiGAs, a process evaluating DiPAs is to be established 
(Bundesministerium für Gesundheit 2021b).

DiGA represents a very novel and unique service area, therefore there exist no 
major experiences of doctors, health insurance companies and patients yet. It is still 
too early to evaluate the success of the “App on Prescription” approach. The major 
stakeholders in the German healthcare system have attempted to implement a new 
and quite complex area of care within a period of time that can be considered “super 
short” for the German system (e.g., compared to the introduction of the eGK which 
took more than a decade). First and foremost, the DiGA area must be understood as 
a learning system.

Chapter Review Questions
Questions

 1. Which regulatory bodies are involved when a) a new drug, b) a new digital health 
application (DiGA) enters the German market and aims for reimbursement by 
the health insurance companies (SHI)?

 2. Why is the reimbursement by the SHI so important?
 3. In the early 2000s, what was considered a key element of the digitalization of the 

German healthcare system?
 4. What are some of the main criticism of the (current) Fast-Track Procedure 

for DiGAs?

Answers

 1. (a) For new drugs: BfArM for market access (or EMA for European market 
access), Federal Joint Committee decides on additional benefit based on docu-
ments (“Dossiers”) from the manufacturer. (b) For a Digital Health Application 
(DiGA): BfArM evaluates application for DiGA registration, several stakehold-
ers are responsible for price negotiations directly with the manufacturer.

 2. Most Germans is insured in the SHI system (about 90% of the population). If a 
product is part of the health insurance services, it can be prescribed by doctors 
via an established process. Therefore, being part of the SHI system opens a large 
target group of potential users.

 3. The electronic health card, short “eGK”.
 4. Manufacturers are relatively free to set the price for the first year. An external 

review for data protection and data security does not take place yet. The possibil-
ity of prescribing digital healthcare applications is still relatively unknown to 
insurants. Doctors/therapists do not consider themselves prepared to pre-
scribe DiGAs.
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 Glossary

English name German name and common abbreviation

Digital Care Application Digitale Pflegeanwendung, DiPA
Digital Health Applications Digitale Gesundheitsanwendungen, DiGA
Digital Health Applications 
Ordinance

Digitale-Gesundheitsanwendungen-Verordnung, DiGAV

Digital Healthcare Act Digitale-Versorgung Gesetz, DVG
Digital Healthcare and Nursing 
Modernization Act

Digitale-Versorgung-und-Pflege-Modernisierungs-Gesetz, 
DVPMG

Executive Association of Digital 
Healthcare

Spitzenverband Digitale Gesundheitsversorgung e.V., 
SVDGV

Federal Association of Statutory 
Health Insurance (SHI) Dentists

Kassenzahnärztliche Bundesvereinigung, KZBV

Federal Association of Statutory 
Health Insurance (SHI) Physicians

Kassenärztliche Bundesvereinigung, KBV

Federal Chamber of Dentists Bundeszahnärztekammer, BZÄK
Federal Chamber of Physicians Bundesärztekammer, BÄK
Federal Institute for Drugs and 
Medical Devices

Bundesinstitut für Arzneimittel und Medizinprodukte, 
BfArM

Federal Joint Committee Gemeinsamer Bundesausschuss, G-BA
Federal Ministry of Health Bundesministerium für Gesundheit, BMG
German Hospital Federation Deutsche Krankenhausgesellschaft, DKG
German Medicines Act Arzneimittelgesetz, AMG
German Organization of 
Pharmacists

Deutsche Apothekerverband, DAV

Health Insurance (company) Krankenkasse
Medical Devices Act Medizinproduktegesetz, MPG
Medical Device Regulation (MDR) Medizinprodukterichtlinie
National Association of the 
Statutory Health Insurance

Spitzenverband der gesetzlichen Krankenkassen, GKV-SV

Pharmaceuticals Market 
Reorganization Act

Gesetz zur Neuordnung des Arzneimittelmarktes in der 
gesetzlichen Krankenversicherung, in short: 
Arzneimittelmarkt- Neuordnungsgesetz, AMNOG

Positive Healthcare Effects, pVE Positive Versorgungseffekte
Private Health Insurance, PHI Private Krankenversicherung, PKV
Public Health Authorities Öffentlicher Gesundheitsdienst, ÖGD
Social Code Book V—Statutory 
Health Insurance

Sozialgesetzbuch V—Gesetzliche Krankenversicherung, 
SGB V

Statutory Health Insurance, SHI Gesetzliche Krankenversicherung, GKV
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Chapter 5
Patient Portal for Critical Response 
During Pandemic: A Case Study 
of COVID-19 in Taiwan

Siang Hao Lee, Yi-Ru Chiu, and Po-Lun Chang

Abstract Traditionally in Asian countries, infectious diseases are usually moni-
tored and controlled by government health departments. Meanwhile, individuals are 
expected to comply to the government guidelines of disease prevention measures 
and seek help from medical institutions after symptom onset. Only after the medical 
institutions confirm the diagnosis, government agencies would then enforce quaran-
tine and contact tracking. Unfortunately, the traditional approach was not effective 
in stopping the highly contagious SARS-CoV-2 virus from spreading during the 
COVID-19 outbreak. In response to the COVID-19 epidemic, a new model of epi-
demic prevention that is more efficient than the traditional approach has been devel-
oped. In this chapter, we set out to introduce the background and key design 
challenges of the new Smart and Connected Health (s&cHealth) model. First, we 
share our experience of the effective prevention measures that have been in practice 
in Taiwan, and summarize on the key success factors. Then, we review the design 
considerations of Information and Communications Technology (ICT) innovative 
applications that aim to enable timely response to the pandemic outbreak with per-
sonal health informatics tools. More specifically, in this chapter we present case 
studies to demonstrate how the new s&cHealth model works on a mobile health 
epidemic prevention platform launched in both China and Taiwan. Finally, the chap-
ter ends with a discussion around the lessons learned from this case study, including 
the trade-off between personal privacy and the public good, the limitations of the 
traditional ICT approach, and the challenges of Non-ICT issues.
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 Millennium Challenges in Pandemic Prevention and Control

At the beginning of this chapter, we set out to provide some context of the Covid-19 
pandemic first. This would allow us to understand the core needs that warrant effec-
tive prevention and control. In addition, we would share our experience in effective 
prevention and control and summarize on the success factors.

 Core Needs of Effective Pandemic Prevention and Control

In order to summarize the core needs of the effective measures for pandemic pre-
vention and control, in the following subsections we will first review the cause of 
the pandemic and go through the potential measures across the different stages of 
implementation.

 Identification of Causes of Infections

First, let’s review the mechanism of COVID-19 infections. Due to the highly infec-
tious nature of the SARS-CoV-2 virus, the COVID-19 pandemic has spread rapidly, 
causing devastating impacts on a global scale. As such, it is essential to implement 
a variety of epidemic prevention monitoring and management measures, including 
but not limited to personal health informatics tools, in order to effectively suppress 
the continual outbreak.

SARS-CoV-2, similar to the SARS-CoV variant that has led to the Severe Acute 
Respiratory Syndrome (SARS) pandemic in 2003, is a respiratory type of virus 
that is highly infectious and lethal when infected. The main source of transmission 
of the SARS-CoV-2 virus is through the respiratory tract via splash and droplet 
transfer as well as via direct contact transmission (Li et  al. 2020; Tingting 
et al. 2020).

Most of the confirmed COVID-19 cases have exhibited flu-like symptoms (Wang 
et al. 2020; Wu et al. 2020; Zhu et al. 2020). The Coronavirus infects host cells by 
identifying and binding to the host receptor ACE2 distributed in the conjunctiva 
(Wan et al. 2020; Zhou et al. 2020). When the respiratory tract or conjunctiva is 
directly or indirectly exposed to the virus, the mucosal cells will be infected (Gao 
et al. 2016). Since SARS-CoV-2 could replicate itself abundantly in upper respira-
tory epithelia, a large number of virus would be subsequently released to the lungs 
through the respiratory tract leading to symptoms such as fever and coughing. In 
addition, CT examination results would show pulmonary ground glass opacity, 
while respiratory failures could also happen in severe cases.

The transmission of SARS-CoV-2 occurs mainly through unprotected contact in 
a close proximity (within distances under two meters) with infected patients (includ-
ing not only symptomatic patients, but also those who are asymptomatic). Virus 
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transmission over a greater distance (e.g., over two meters) is uncommon but may 
still be possible through prolonged exposure in poorly ventilated environments, 
leading to the inhalation of respiratory droplets and aerosols of small particles 
(Burke et al. 2020; Pung et al. 2020; Chan et al. 2020; Huang et al. 2020; Tong et al. 
2020; Yu et al. 2020).

 Prevention of Outbreaks of Infections

Given the mechanism of COVID-19 infections and its high infection rate, the num-
ber of confirmed COVID-19 cases has been far higher than that of SARS. In the 
beginning phase of the disease outbreak, there are mainly two major categories of 
measures to prevent the outbreak: quarantine and vaccination.

On the one hand, to enforce quarantine, currently the recommended quarantine 
periods designated by various countries vary between 14 and 21 days (Yu et  al. 
2020; Lauer et al. 2020), i.e., the person who is under quarantine should stay in soli-
tude for 14–21 days from the time of the last exposure to a confirmed case (WHO 
2020a). However, quarantining for 14–21 days has been shown as insufficient in 
some cases. Prior studies have reported on cases wherein a significant amount of 
virus were detected after a long period of in-hospital negative pressure isolation; 
such cases could have resulted in the prolonged delays of patient discharge from 
hospital (Rees et al. 2020). On the other hand, vaccination is also a necessary mea-
sure to help with the prevention of infection outbreak.

However, as none of these measures are sufficient by itself, it is important that 
ample preventive measures continue to be adopted. In order to understand how to 
better advise on the timing of implementation in practice, epidemiologists and pol-
icy makers have further investigated into the epidemiological conditions of the dis-
ease (CDC, Ministry of Health and Welfare, Taiwan 2020a), including but not 
limited to:

 1. History of travel or residing abroad or have been in contact with people from 
abroad who have exhibited fever or respiratory symptoms.

 2. Coming into close contact with highly probable or confirmed cases exhibiting 
symptoms without ample protection during the process of providing care or liv-
ing together, direct contact with respiratory secretions or body fluids.

 3. Cluster transmissions.

These investigations have led to the setting of guideline for introducing various 
prevention measures in the different stages of disease outbreak. First, when cases 
just begin to spread rapidly in neighboring countries or regions, close surveillance 
must be introduced at the border. As the epidemic develops, the restriction of border 
access should begin as soon as necessary. Next, right after the transmission route of 
the disease is better understood, the government can start implementing early-stage, 
precautionary public health policies, such as promoting masks by the entire popula-
tion, at a relatively low cost. Finally, when the number of infection cases begin to 
grow, government would carry out active epidemiological investigation, contract 
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tracing and quarantine enforcement measures on those at risk of disease transmis-
sion to interrupt the known chain of transmission.

 Prevention of Becoming Pandemic

In the next phase, the goal would be to stop the disease outbreak from developing 
into a pandemic. A dedicated disease control agency should be empowered to moni-
tor the disease spread in the vicinity to the country in a timely manner. The sources 
to be monitored is not limited to official outbreak information such as the reported 
case information from the health department, but also social media forum discus-
sion. The agency must establish verified sources of information to inform citizens 
about the early development of any major outbreaks (CDC, Ministry of Health and 
Welfare, Taiwan 2020b, c). The acquisition and verification of epidemic informa-
tion is the highest priority among all epidemic prevention measures.

In addition, the government should establish an inter-department, cross-function 
response center for epidemic control. This center would help integrate all aspects of 
preventive measures, widely ranging from border control, risk group quarantine, 
disease tracking, uniform notification across medical institutions, treatment capac-
ity inventory management, preparation for medical supplies, preparation and access 
control to personal preventive equipment (PPE) supplies, and communication ser-
vices for epidemic prevention (CDC, Ministry of Health and Welfare, Taiwan 2020d).

The above epidemic prevention and resource management measures require the 
establishment of a digital management and service platform to collect accurate data 
for effective and timely epidemic prevention and control. To provide a closer look 
into what measures have been shown as effective in practice, in the following sub-
section we provide a briefing of the outbreak surveillance and decision-making pro-
cess in Taiwan in the beginning of the current COVID-19 outbreak (CDC, Ministry 
of Health and Welfare, Taiwan 2020d):

In early dawn December 31, 2019, Taiwan Centers for Disease Control (CDC) 
learned from online sources that there had been at least 7 cases of atypical pneumo-
nia in Wuhan, China. At 8  am, Taiwan CDC contacted the Chinese Center for 
Disease Control and Prevention to confirm about the latest epidemic situation. 
Taiwan CDC also sent an email to the International Health Regulations (IHR) focal 
point under the World Health Organization (WHO), informing WHO of its under-
standing of the disease and requesting further information. According to the stan-
dard operating procedures, Taiwan authorities have decided to initiate border control 
and onboard inspections for direct flights from Wuhan. On January 2, 2020, Taiwan 
CDC held the initial meeting to discuss “emergency response measures to pneumo-
nia of an unknown cause originating from China”, culminating in the establishment 
of the Epidemic Response Team. Official notices were sent to all medical institu-
tions to request for the report of all cases with suspected symptoms and information 
about patients with recent travel history from Wuhan.

On January 7, 2020, Wuhan City was listed as a Level 1 (Watch) Travel Notice 
destination by Taiwan CDC. On January 8, Taiwan government raised the security 
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alert level for all international and cross-strait ports of entry and exit. On January 
10, Taiwan CDC formulated the “Practices and Control Measures by Primary Care 
Clinics in Response to Atypical Pneumonia of Unknown Cause from Wuhan, 
China”. On January 12, Taiwan government sent two experts to Wuhan and visited 
the Hubei Provincial Center for Disease Control and Prevention, as well as hospitals 
where infected patients were being treated. On January 15, Taiwan CDC formally 
classified “Severe Pneumonia with Novel Pathogens” as a Category 5 Notifiable 
Disease to strengthen disease surveillance and prevention.

On January 23, 2020, Taiwan government announced that all airlines of Taiwan 
would suspend direct flights to and from Wuhan, and all Chinese nationals residing in 
Wuhan were prohibited from entry into Taiwan. On January 25, any Individuals with 
travel history in Hubei Province, China, including those with no symptoms, were 
subjected to health checks, which would be enforced by civil affairs personnel from 
their local jurisdiction for a period of 14 days after returning to Taiwan. On January 
26, Taiwan government announced the entry restrictions for any Chinese citizens from 
entering into Taiwan, and any asymptomatic individuals with travel history in Hubei 
Province, China, were subjected to home quarantine. On January 30, WHO declared 
the novel coronavirus as “a public health emergency of international concern.”

 Recognition of Source Control

Once the disease outbreak has developed into a pandemic, it would incur another set 
of autonomous health management and medical screening measures. For example, 
as found in the prior cases, it is possible that the incubation period of COVID-19 
cases is greater than 14 days. Hence in effect from April 5, 2020, the command 
center of Taiwan CDC has introduced an additional period of 7 days of autonomous 
health management for those whose home quarantine period expires after 14 days 
(CDC, Ministry of Health and Welfare, Taiwan 2020e). If anyone develops fever 
(≥38  °C), exhibits symptoms of abnormal smell or taste, diarrhea, or any other 
respiratory symptoms, they are advised to immediately contact the Health Bureau 
before proceeding to a medical institution designated by the Health Bureau for med-
ical treatment according to the given instructions. They should also wear their face 
masks at all time and are prohibited from traveling by any forms of public transpor-
tation. When seeking medical treatment, they should proactively notify the doctor 
of the history of their recent contact, travel and residence, occupational exposures, 
and whether anyone around them has had similar COVID-19 related symptoms. 
Upon returning home, they should also wear a face mask and refrain from leaving 
their place of residence. They should always keep their face mask on when convers-
ing with others and maintain a safe distance of more than 1 m from others.

In terms of the rules for additional preventive measures taken around COVID-19 
testing, it is also important to ensure that the subject should stay at home and do not 
leave their residences until they receive the test results notification from the hospi-
tal. Should the test result be positive, the Health Bureau will arrange for treatment 
follow-up measures. Even if the test result returns as negative, self-health 
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management measures are still required for a period of 7 days (CDC, Ministry of 
Health and Welfare, Taiwan 2020f).

 Administrative, Environmental and Engineering Control

Besides the recognition of source control around the infected and suspected indi-
viduals, complementary measures are also needed at the society level to constrain 
the virus spread. In this subsection, we refer to the Taiwan CDC’s guidelines for 
epidemic prevention, which describe some recommendations in three areas: 
Engineering Control, Administrative Control, and Safe Work Practices 
(U.S. Department of Labor Occupational Safety and Health Administration 2021).

Engineering Control
 1. Install a high-efficiency air filter.
 2. Increase the air flow rate in the work environment.
 3. Install a physical barrier such as a transparent plastic anti-sneeze guard.
 4. Install a pass window for customer service (such as drive-thru).
 5. Set up a special negative pressure operating system such as performing proce-

dures that produce bio-aerosol (for example, air-borne infection isolation wards 
and funeral sites in medical care environments).

Administrative Control
 1. Encourage employees who are feeling unwell to stay at home.
 2. Usage of teleconferencing functions instead of face-to-face meetings and imple-

menting work from home procedures whenever possible minimizing face-to- 
face interaction between staff and customers.

 3. Establish alternating shifts system to minimize contact among employees within 
the same organization so as to maintain safe distancing from each other in the 
course of their work duties.

 4. Halt unnecessary travel to locations where the COVID-19 outbreak situation 
remains dire and checking the CDC travel advisory level regularly.

 5. Develop an emergency communication plan, including a forum to address 
employee concerns and communication remotely via the internet (whenever 
feasible).

 6. Provide employees with the latest education and training on COVID-19 risk fac-
tors and protective behaviors such as cough etiquette and PPE protection.

 7. Provide sufficient training and education for employees who might need to use 
protective clothing and equipment. Training materials should be easy to under-
stand and provided in languages at a suitable coherent level for all employees.

Safe Work Practices
 1. Provide resources and a work environment that promote personal hygiene. For 

example, provide paper towels, non-contact trash cans, hand sanitizers  containing 
at least 60% alcohol, disinfectants and disposable paper towels for workers to 
disinfect their work spaces.
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 2. Require regular hand washing or use of alcohol-based hand rub. Employees 
should wash their hands thoroughly when visibly soiled and after removing any 
personal protective equipment.

 3. Post hand-washing signs in the restrooms.

 Personal Protective Control

The complementary measures also include the following suggestions for good 
health habits in daily lives (CDC, Ministry of Health and Welfare, Taiwan 2020g):

• Washing one’s hands frequently and donning of face masks: Use soap or alcohol- 
based dry wash to clean hands frequently and implement respiratory hygiene and 
cough etiquette.

• Avoid touching one’s eyes, nose and mouth with hands: When one comes into 
contact with nasal secretions from sneezing or coughing, one needs to ensure 
thorough cleansing with soap and water.

• Take body temperature measurements at least once a day.
• Avoid traveling and maintain social distancing: Minimize visits to public places 

and ensure face-mask wearing in public.
• Recuperate at home when feeling unwell: If one is experiencing symptoms of 

illnesses, one should recuperate at home and always wear a face mask. In the 
event one’s face mask is stained with oral and nasal secretions, one should fold it 
inwards and discard it at the designated disposal area before replacing it with a 
new medical-grade face mask.

• Active notification of severe symptoms: If one’s condition worsens or if the 
symptoms do not go away, one should proactively report his or her own condi-
tion to local health bureau so as to receive follow up instructions and the needed 
medical attention.

 Effectiveness of Epidemic Prevention in Asian Cases

In Asia, many countries or regions developed mHealth applications for COVID-19 
epidemic prevention earlier and actively promoted mHealth applications among the 
general public in the region. For example, the case study in this paper was launched 
in early February 2020, the China Health Code was launched in late February of 
2020 (Liang 2020), the initial version of the Singapore government’s TraceTogether 
app was released in March 2020 (Government of Singapore 2020), and the Hong 
Kong Health Code was officially launched in August 2020 (Wikipedia 2020).

In general, the effectiveness of the epidemic prevention in a country or region 
can be simply evaluated by the number of confirmations, deaths, and tests per mil-
lion population (Worldometers 2020), as well as the vaccine coverage rate. The 
number of confirmed cases can indicate the extent of the spread of the epidemic in 
the local area and the efficiency of preventive measures. Using this indicator, the 
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number of confirmed COVID-19 cases per million population as of September 9, 
2021, in China, Taiwan, Hong Kong, and South Korea were 66, 673, 1603, and 
5212, respectively, compared to the global average of 28,670 (WHO 2020b).

However, at the end of August 2021, the vaccination coverage rates in Hong Kong 
and Taiwan are only around the world average (Our World in Data 2020), which 
means that the major East Asian regions have not mainly used vaccination to obtain 
the current epidemic prevention results during the period since the global outbreak.

 Critical Success Factors and Gaps of Effective Pandemic 
Prevention and Control

In addition to the epidemic prevention measures introduced in the previous subsec-
tions over the cycle of pandemic development, it is also important to establish the 
awareness about active pandemic prevention among the local population. Without 
sufficient public awareness of active pandemic prevention, gaps would always surface 
during the implementation of pandemic prevention measures. The advance deploy-
ment of pandemic prevention therefore includes at least the following four stages:

First, during the initial phase of pre-deployment, it is worthwhile noting that the 
preparation of public health personnel and infrastructures, as well as the notification 
systems, all need to be given the utmost attention prior to the occurrence of a major 
pandemic outbreak.

Second, during the early stages of a pandemic outbreak, the timeliness of infor-
mation collection and verification on the suspected cases is of the utmost importance. 
After the disease mechanism is further understood, the authority in charge of the 
regional concern will be able to respond rapidly and come up with a decision- making 
process to determine whether border control or lock down measures would be needed.

Third, epidemic models should be used to generate dynamic forecasts of pan-
demic development, and adequate resources such as manpower and medical sup-
plies should be prepared in advance accordingly. The key focus at this stage is to 
ensure active public awareness on the pandemic prevention procedures and the 
implementation of such procedures in their daily schedules.

Finally, in the reviewing and assessment phase after the end of the pandemic, it 
is important to cover all aspects of the pandemic prevention measures to identify 
areas that would require strengthening so as to allow for appropriate preparation of 
any future pandemic outbreaks.

 The Overview of mHealth for Epidemic and COVID-19

The mHealth is the abbreviation for mobile health and covers the utilizing of our 
mobile devices to provide healthcare, medicine or public health services or support. 
This is achieved through wireless and remote communication to hasten the process 
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of traditional healthcare service process by reducing costs and complexity. mHealth 
has been used in various healthcare applications. Many such applications have since 
been developed (Tirado 2011; L’Engle et al. 2014; Fortuin et al. 2016) in the field of 
epidemiology and this has seen continuous growth in recent years. The application 
of mHealth in the field of epidemiology developed between 2014 and 2020 can be 
divided into five main directions: (1) Public health aspects (2) Data management (3) 
Educational programs (4) Patient identification and diagnosis and (5) Treatment. 
The main diseases tracked and managed are: (1) Ebola (2) Epidemic Diseases (3) 
Influenza (4) Acute Respiratory Infections and (5) Tuberculosis (Aslani et al. 2020).

There are various pandemic prevention measures being utilized under the current 
situation of the global outbreak of the COVID-19 pandemic including: contact trac-
ing, quarantine, personal entry and exit location controls, non-contact communica-
tion, physical and mental health monitoring and location tracking, pandemic 
prevention policies dissemination and the prevention of the spread of falsehoods. 
These epidemic prevention measures which are different from traditional healthcare 
service types must be carried out at reasonable social costs resulting in many coun-
tries/regions developing various types of mHealth applications to assist them in the 
implementation and management of pandemic prevention measures. Some of the 
application fields and time points of this study have been implemented in China 
much earlier than locally developed mHealth applications. In summarizing (Ming 
et al. 2020; Singh et al. 2020) the literature review as of May 2020, the application 
of mHealth for COVID-19 can be mainly based on (1) The unit involved in the app 
issuance (2) The purpose of the application and (3) The application adopted by 
mHealth-related technologies. There have 17 governments of the countries/regions 
out of the total 19 countries/regions have utilized mHealth applications to assist in 
pandemic prevention. Of the 29 apps utilized in total, 15 (52%) were purposely used 
for contact tracing, 7 (24%) for quarantine monitoring, and another 7 (24%) were 
used for symptoms monitoring (CDC, Ministry of Health and Welfare, Taiwan 2020h).

The mHealth platform developed in this chapter was designed from the begin-
ning with the flexibility of application in different scenarios in different regions, so 
our mHealth platform has covered all the categories listed in this table in terms of 
the purpose of use and functionality. We try to make the most of the technology and 
equipment available at mHealth by considering the full usability of technology and 
preventive measures.

 ICT Innovations for the Pandemic Prevention and Control

With the continuous development of the global COVID-19 epidemic, countries 
around the world are also actively engaged in the development of various Information 
and Communications Technology (ICT) applications to combat the pandemic on 
top of the main epidemic prevention measures described in the previous section. In 
particular, this has enabled the development of a Smart and Connected Health 
(s&cHealth) model in Asian countries. In this model, the applications based on 
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personal health informatics, such as personal health records, personal health man-
agement systems, or personal health portals, have become more important as health 
data from personal sources contain signals more timely than those from traditional 
surveys in the official epidemic workflow.

 Early Screening

There are three main applications of early screening: Contact Tracing, Symptoms 
Monitoring, and Quarantine. These are the commonly developed applications dur-
ing the early stage of a pandemic outbreak. The common goal of the early screening 
applications is to facilitate the follow-up of systematic pandemic investigation and 
isolation measures through identifying the source of infection at the earliest oppor-
tunity, followed by tracking and establishing the route of infection.

The Contact Tracing application mainly uses mobile phone base station signals, 
Global Positioning System (GPS), and Bluetooth signals to trace and record the 
whereabouts of infected subjects and the conditions of those who have been in con-
tact with them. Additionally, there are also simple questionnaires or active pop-up 
prompts which act as ways to establish contact history. One such example is the 
Contact Tracing App running on Bluetooth signal developed and openly sourced by 
the Singapore government.

The Symptom Monitoring application monitors and records symptoms and vital 
signs for individuals at risk of infection. In the event wherein suspected symptoms 
are detected, the individual under monitoring would be able to seek for medical 
attention, or undergo testing following the principles of non-contact and under 
appropriate protective measures.

The Quarantine application monitors the quarantine status of individuals at risk 
of infection. The use cases include detecting whether any at-risk individuals have 
left their place of quarantine, monitoring their daily physical and mental conditions 
during the quarantine period, and ensuring all quarantine measures to be followed 
until the end of the legally required quarantine period.

Given the prevalence of smartphones in Asian countries, the best practice of the 
above-mentioned applications is to install these applications on a smartphone that 
the individual carries around with them every day and to leverage the real-time data 
to make public health decisions.

 Contact Monitoring

For those who are positively diagnosed or who are established to be at risk of 
infection, the s&cHealth model enables higher frequency data collection to facil-
itate pandemic control and personnel safety, prevent new cases of infections and 
provide early intervention such as medical care or any other necessary 
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quarantine measures. Common applications for close contact monitoring include 
the following: location tracking, physiological measurement, and questionnaire 
assessment.

Location tracking: To track movement and perform contact tracing, each sub-
ject’s whereabouts can be tracked through signal processing. Subjects under mon-
itoring can also upload live photos to confirm their locations (as shown in 
Fig. 5.1).

Before each individual actively participates in the monitoring process, he or she 
must first give their informed consent. Individuals would also need to authorize the 
personal health application to collect their personal information such as traces and 
contacts and provide the health information including physiological measurements, 
or health status questionnaire assessment results for epidemic prevention, which can 
promote efficient operation and decision making of the whole epidemic preven-
tion system.

Physiological measurement: Physiological measurement records are continu-
ously collected through either automatic collection by wearable devices or manual 
recording. Among them, wearable devices have been shown in practice as a more 
effective solution in the sense that they can more accurately and continuously curate 
objective data.

Questionnaire assessment: The questionnaire scales are designed to come with 
one physical assessment scale and another mental assessment scale to accurately 
assess whether the subject’s physical and mental state is affected by illness and the 
quarantining measures. The scales are also used to determine whether the indi-
vidual under monitoring requires any health intervention during the quarantine 
period. The physical and mental questionnaire evaluation scales are as shown in 
Tables 5.1 and 5.2. In the backend, these assessment scales consisted of individu-
als’ subjective daily records would go into the Epidemic Prevention and Health 
Management platform, which allows for the detection and early intervention on 
suspected cases.

Fig. 5.1 Screenshots of the contract tracing application
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Total score range Alert Color Description

0~1 Green Normal

2~4 Red Suspected symptoms 

Question 1: Whole Body Condition (Multiple choice)  

0 Normal mental, appetite and sleep 1 Poor spirit, poor appetite 

Question 2: Respiration  Condition (Multiple choice) 

0 No dyspnea or shortness of breath 1 Increased frequency, even breathing difficulties 

Question 3: Cough Condition (Multiple choice) 

0 Asymptomatic 1 Severe symptoms, mainly dry cough 1 Accompanied by sputum, wheezing 

Question 4: Fever Condition (Multiple choice)  

0 Asymptomatic 1 Fever within 72 hours 1 High fever more than 72 hours 

Table 5.1 Simple home quarantine body status questionnaire

Total score 

range 

Alert Color Description 

0~5 Green In a good mood. 

6~9 Yellow  Mild emotional distress, emotional support is recommended. 

10~14 Orange Moderate emotional trauma, referral to psychiatric treatment or  

professional consultation is recommended. 

15~24 Red Severe emotional distress, referral to psychiatric treatment or 
professional consultation. 

Question 1:  Feeling nervous (Multiple choice)  

0 Absolutely not 1 Slight 2 Moderate 3 Severe 4 Very serious 

Question 2:  Feeling easily upset or angry (Multiple choice) 

0 Absolutely not 1 Slight 2 Moderate 3 Severe 4 Very serious 

Question 3: Feeling depressed(Multiple choice)  

0 Absolutely not 1 Slight 2 Moderate 3 Severe 4 Very serious 

Question 4:  Feel inferior to others(Multiple choice)  

0 Absolutely not 1 Slight 2 Moderate 3 Severe 4 Very serious 

Question 5: Difficulty sleeping, such as difficulty falling asleep, waking up early (Multiple choice) 

0 Absolutely not 1 Slight 2 Moderate 3 Severe 4 Very serious 

Question 6: Have suicidal thoughts (Multiple choice) 

0 Absolutely not 1 Slight 2 Moderate 3 Severe 4 Very serious 

Table 5.2 Simple home quarantine emotion status questionnaire

S. H. Lee et al.
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 Rapid Response

Using the Early Screening and Contact Monitoring applications mentioned in the 
last subsection, any abnormal or alarming events of individuals under monitoring 
could be evaluated in real time on the epidemic prevention platform. At this time, a 
dedicated personnel under the governance structure would be responsible for pro-
viding a rapid response following the standard operating procedures (SOPs). The 
platform is also responsible to ensure the availability of front-line service personnel 
in order to immediately contact the individuals who are concerned about their cur-
rent situations and to determine whether any intervention, such as follow-up quar-
antine, testing, or medical treatment, is deemed necessary under the SOPs. The 
platform is also responsible to support front-line service personnel when a subject 
under monitoring leaves his quarantine location, or when any of them becomes 
uncontactable. In scenarios like this, police assistance may be required for locating 
and route tracing.

Let’s take a closer look into a home quarantine scenario to better illustrate the 
rapid response applications.

First, the individual under quarantine must set the home GPS location to his 
home quarantine address upon the first login to the Personal Health App. In con-
junction with the Web API Service, the GPS signals from the smartphone would 
then be used to periodically collect geographic location data (Geolocation) of the 
quarantined individual and to gauge the relative distance from the home location to 
the quarantined individual’s actual location. Next, if the relative distance exceeds a 
certain threshold, the Personal Health App would generate a warning event notifica-
tion to the first responders via SMS text message and via the management Web App. 
Meanwhile, other units on the chain of command would also receive real-time event 
notifications via the management web app according to their area of responsibility 
and coverage.

During a pre-specified quarantine period, a “Caring Notice” questionnaire will 
automatically pop up on the Personal Health App. This pre-specified period can be 
set according to region preferences. This questionnaire will monitor the basic health 
status of the quarantined individuals, e.g., whether they are feeling unwell, whether 
they have had adequate sleep and healthy food. In the end of the questionnaire, the 
quarantined individuals are required to upload live photos to ensure that the opera-
tion of the Personal Health App is being done by the target quarantined individual 
or assisted by an approved family member. In the event wherein the questionnaire 
has not been responded to within a stipulated period, the platform would generate a 
non-responsive event notification to remind the front-line management service per-
sonnel to intervene and provide follow up instructions.

The mobile health (mHealth) platform that integrates the Personal Health App 
with the backend epidemic prevention management system to warrant reliable real- 
time location identification of individuals under home quarantine and to ensure that 
front-line management service personnel can respond effectively respond to any 
emerging needs. The user workflow of the Personal Health App on the mHealth 
platform is shown in Table 5.3.
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 Effective Control

If the pandemic is not properly kept under control in its early stage and has spread, 
it is necessary to establish an organized response system for subsequent pandemic 
prevention procedures. The best possible solution is to utilize existing social service 
and law enforcement systems such as the civil administration system and the police 
system as a dual-system epidemic prevention and monitoring platform. In this sub-
section, we would go through an example system in China to illustrate how the 
existing systems can contribute to pandemic prevention tasks in an organized man-
ner and to facilitate effective implementation in pandemic prevention and control.

First and foremost, our design accounts for the local administrative region boundar-
ies and leverages a hierarchical management structural approach to accommodate mul-
tiple administrative systems in the existing administrative region hierarchy. In the 
example system in China, this means that the design needs to work with at least two 
different administrative systems, each consisted of multiple layers. The first layer in the 
administrative management system is the six-layer civil administration system. The 
second is the system of the seven-layer police force. These two different administrative 

User workflow of Geolocation Monitoring & Care Questionnaire

Q
u

ar
an

ti
n

e
In

d
iv

id
u

al
F

ro
n

t-
lin

e 
S

er
vi

ce
B

ac
k-

lin
e 

S
er

vi
ce

User

Login
App

Inside

Yes Outside

No

Intervention & Follow Up

Support & Resource Dispatch

Setting Quarantine
Location

Period
Collecting

Geolocation

In Time
Response

Period
Care

Questionnaire

Service
Personnel

Service
Manager

Alert
Monitoring

Regional
Alert

Monitoring

Range
Check

Table 5.3 User workflow of geolocation monitoring and care questionnaire

S. H. Lee et al.



95

systems are both able to monitor in real-time the status of individuals under home 
quarantine, receive warning notifications according to its own tree structure, and pro-
vide general services and interventions with respect to their unit roles. For example, in 
the general case, the daily epidemic prevention measures are monitor by the service 
staff of the civil affairs system. However, if a home quarantine individual fails to 
respond to information for a long time by the regulations and an alert event is gener-
ated, and the civil affairs system staff confirms that the individual cannot be contacted, 
the police system will intervene to assist in locating the individual. The dual system 
organizational structure served by this mHealth platform is illustrated in Fig. 5.2.

Under the current design, the Personal Health App, which collects and processes 
personal health records, would process and provide the needed personal information 
related to epidemic prevention back to the hierarchical disease control system of the 
government organization. Personal health informatics tools can influence govern-
ment disease control decisions, help epidemic control units obtain accurate data 
more quickly, and improve the timeliness of epidemic prevention decisions.

In terms of system design, the basic unit (leaf node) is the home quarantined 
individual. The system leverages an Organization Resource (c.f. HL7 FHIR 
Organization Resource (HL7 FHIR 2019a)), which can be flexibly applied to repre-
sent a tree-like organization structure regardless of the number of hierarchical layers.

In the real-life application of this platform, the bottommost administrative person-
nel (either from the grid administrator or the community police) will be responsible 
for front-line operations such as quarantine status monitoring, intervention after detec-
tion of abnormalities, and the provisioning of basic necessities to quarantined indi-
viduals under their jurisdiction. This platform design can ensure the essential data of 
quarantined individual to be effectively shared and managed while preventing unnec-
essary face-to-face contact between front-line personnel and quarantine individuals.

Dual system organizational structure served by the mHealth platform
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Fig. 5.2 Dual system organizational structure served by the mHealth platform in China
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In the worst case scenario wherein the pandemic outbreak is still unable to be 
kept under effective control, it would be necessary to maintain such an organized 
pandemic prevention monitoring and service system until an effective vaccine has 
been developed and administered to a significant proportion of the population.

Take the implementation of such a system in Taiwan as another example. In response 
to the COVID-19 epidemic, Taiwan government has implemented a mandatory 
14-days quarantine procedure since March 19, 2020, applicable to anyone entering 
Taiwan from other countries. In addition, the 14-days home quarantine procedure is 
also applied to anyone who came into contact with confirmed COVID subjects. During 
this home quarantine period, body temperature and health status of these subjects must 
be recorded, and the monitoring authorities would also take the initiative to contact the 
quarantined subjects on a daily basis. In the event that a quarantined individual shows 
any underlying symptoms during quarantine, he has to notify the health bureaus or 
medical institutions of their local counties or cities and seek medical treatment accord-
ing to the instructions given (CDC, Ministry of Health and Welfare, Taiwan 2020h).

The overview of Taiwan’s epidemic prevention strategy is depicted in the 2020 
autumn and winter epidemic prevention plan, which is divided into three main axes 
as shown in Fig. 5.3 (CDC, Ministry of Health and Welfare, Taiwan 2020i):

 1. Community Prevention:
From December 1, 2020, masks are required in places with high risks of 

infection and transmission in order to effectively prevent the spread of SARS- 
CoV- 2 in the community. Refusal to wear a mask despite being advised by local 
authority is subject to a fine of NT$3000 to NT$15,000 pursuant to Paragraph 1, 
Article 70 of the Communicable Disease Control Act (CDC, Ministry of Health 
and Welfare, Taiwan 2020i).

 2. Border Control and Quarantine:
As the COVID-19 pandemic rages internationally, it has been expected that the 

number of travelers entering Taiwan would increase significantly in the first part 
of 2021. To ensure that this influx of travelers would not increase risk of infection 
through air travel, the Central Epidemic Command Center for Severe Special 
Infectious Pneumonia (“CECC”) in Taiwan has announced that starting from 
December 1, 2020, travelers arriving at any airport in Taiwan, or changing flights 
at an airport in Taiwan, regardless of their nationality (either Taiwanese nationals 
or foreign nationals) or the purpose of their visit to Taiwan (work, study, etc.), 
must present a COVID-19 RT-PCR test result issued within 3 days of the sched-
uled boarding time (“RT-PCR test report”) when checking in at a foreign airport. 

Fig. 5.3 The fall-winter prevention program of Taiwan

S. H. Lee et al.



97

Travelers who do not meet the aforementioned conditions and take flights to 
Taiwan can enter Taiwan after submitting an Entry Quarantine Affidavit to state a 
specific reason for not providing a test report; such travelers are required to take 
a self-paid COVID-19 test at the airport and to follow the subsequent and related 
quarantine measures. If the reason stated by such travelers, after assessments, 
does not meet the requirements for related exceptions, penalties may be imposed 
in accordance with the Communicable Disease Control Act. Those who have 
COVID-19 and are suspected of having infected other persons must bear relevant 
criminal liability. These procedures have been drafted specifically to handle cases 
in which travelers have difficulty obtaining a COVID-19 RT-PCR test report in 
their country of departure due to emergency circumstances, and are therefore, 
unable to obtain a RT-PCR test report, but must enter the territory of Taiwan.

 3. Medical Response

 (a) Healthcare institutions are urged to fulfill their obligation of reporting con-
firmed and suspected cases. Local public health bureaus are instructed to 
strengthen the supervision of healthcare institutions under their jurisdiction, 
requiring them to immediately report cases that meets the criteria for “severe 
pneumonia with novel pathogens reporting and testing” and encouraging 
them to report cases that meet the criteria for “community surveillance 
reporting and testing.”

 (b) Indicators for incentive schemes, including “enhanced screening among 
patients with pneumonia in outpatient and emergency departments”, 
“enhanced screening among inpatients” and “enhanced health monitoring 
among medical and nursing staff”, are introduced to promote the reporting 
of suspected cases for testing through the community surveillance system.

In addition, the regulation has categorized individuals at risk of infection into four 
categories according to their risk levels from high to low (CDC, Ministry of Health 
and Welfare, Taiwan 2020h):

 1. Home isolation;
 2. Home quarantine;
 3. Enhanced self-health management;
 4. Self-health management.

Taiwan presently has a tracking management mechanism for all of the above cate-
gories. Under each category, the system captures information such as the definition 
and classification basis of individuals in this category, their responsible supervisory 
officers, the required number of days of quarantine, detailed implementation mea-
sures, and the source of local regulations. More details are shown in Table 5.4. The 
Personal Health App enables the curation of personal health data from individuals 
at varying levels of risk. The frequency, content, and detail of data collection are 
adjusted according to the level of regulatory compliance. In addition, on the back-
end, there exists a privacy control mechanism that would safeguard personal health 
data so that only the responsible administrative units can access the data for epi-
demic prevention, and the scope of access is legally bound with their pre-deter-
mined level of authority.

5 Patient Portal for Critical Response During Pandemic: A Case Study of COVID-19…
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 Right Information to the Right People for the Right Decisions at 
the Right Time

To fully utilize the key innovative anti-pandemic applications listed above for pan-
demic prevention, the design principle of the s&cHealth model is to utilize the fea-
tures of the mHealth platform and smartphones to reach each confirmed case or 
individuals at risk of infection. The s&cHealth model is designed to complement the 
administration-owned pandemic prevention policies and pandemic prevention sys-
tems. It is especially important when it comes to working with the general public to 
carry out tasks related to continuous monitoring, automatic warning, early screen-
ing of possible sources of infection, provisioning of warnings of abnormalities, 
rapid response and decision-making, and effective real-time data collection for pan-
demic prevention control.

For the administration, the s&cHealth model safeguards tasks related to the 
whole spectrum of personal health data collection through the following capabili-
ties: (1) curate minimally necessary information required for pandemic prevention, 
(2) handle the compliance to the local pandemic prevention policies, (3) provide an 
authorization and consent mechanism for the access of personal data, (4) enable the 
continued collection of information documenting the occurrence and spread of the 
pandemic, (5) monitor in real time the steps taken by authorized personnel to deter-
mine whether further assistance or intervention is needed. This would allow the 
whole system to effectively perform pandemic prevention tasks, armed with the 
necessary information curated in the shortest time possible. The local government 
or health management authorities can then use the curated information to formulate 
follow-up pandemic prevention policies and measures and to allocate resources in 
response to the development of the pandemic.

For the general public, the s&cHealth model enables the Personal Health App to 
access reliable and transparent information sources pertaining to the development 
of the pandemic, understand prevention policies and the recommended preventive 
procedures and procedures for individuals at risk of infection, raise public aware-
ness and promote habits of integrating pandemic prevention procedures into a daily 
routine. Successful pandemic prevention requires the cooperation of everyone with 
their regional pandemic prevention system; the s&cHealth model is designed to 
assist both sides in achieving the best possible outcome.

 ICT Solutions

In the following subsection, we introduce how the s&cHealth model utilizes the 
mHealth platform developed by the authors as an example to illustrate an integrated 
scientific and technological epidemic prevention platform. The mHealth platform 
basically consists of a Personal Health App (for personal use by the general public) 
and a Monitor Dashboard Web App (for monitoring use by the administration).

S. H. Lee et al.
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 Personal Health App

The mHealth platform service connects Personal Health App (which collects infor-
mation from individuals at risk during home quarantine) with the Monitoring and 
Management Web Application (which is used to monitor by the administration). 
The right side of the Personal Health App displays the current status of the 
Bluetooth- based body temperature patch device in color. The orange block dis-
plays the main aspects of the quarantined individual’s status summary, including 
(1) name, (2) temperature, (3) number of days under quarantine, (4) physical and 
mental state indicators and (5) location of the quarantined individual. The User 
Interface Exploded view is shown in Fig. 5.4, and detailed system functions are 
shown in Table 5.5.

Fig. 5.4 User interface exploded view of Home Quarantine Personal Health App

5 Patient Portal for Critical Response During Pandemic: A Case Study of COVID-19…



102

Table 5.5 Personal Health App function list

Home quarantine personal health App (HTML5 cross platform App)

1. Status summary, including:
(A) Current body temperature, (B) isolation days, (C) body status, (D) mental status
2. Bluetooth body temperature patch using guide
3. Bluetooth body temperature patch connection status
4. Contact history
5. Support needs message
6. Health instruction and education
7. Medication reminder (on demand)
8. Food and drink record (on demand)
9. Sport record (on demand)
10. Vital sign record
11. Physical and mental health questionnaire
12. Progress note of quarantine
13. Government declarations of epidemic prevention
14. GPS trace history
15. Home location setting

 Personal Wearable Devices

There are many commercially available wearable physiological measurement 
devices that have passed specific testing standards and can be used to assist indi-
viduals to quantitatively record personal health status. While some products may 
not be as accurate as medical-grade standard devices, they can still be used to 
record continuously over a long period and provide a trend-based comparison of 
personal Vital Sign data over time. Individuals under home quarantine are those 
with contact history with diagnosed patients or those with prior travel history to 
the infected areas. For individuals who are not currently exhibiting symptoms, 
the most clear physiological indication at this stage is body temperature (Park 
et al. 2020; Hsiao et al. 2020). In the following subsection, we illustrate an exam-
ple of how the Personal Health App can be integrated with a personal wearable 
device, in this case, a patch that comes with continuous temperature 
measurement.

The wearable technology enabling the measurement of body temperature has 
matured in recent years. In the case study, the measurement of body temperature can 
be continuously done via a small, rechargeable, body temperature patch 
(28 mm × 26 mm × 3.5 mm, 3 g weight, as shown in Fig. 5.5) without affecting the 
user’s daily activities. Body temperature data are collected in real time from the 
patch, transmitted to a smartphone through Bluetooth Low Energy (BLE) transmis-
sion, synchronized by the Personal Health App, and then transmitted back to the 
Monitoring and Management Web Application via the platform. The automatic data 
collection and management process eliminates

There are many commercially available wearable errors that are often caused by 
manual recordings through dictation.

S. H. Lee et al.
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Fig. 5.5 Diagrammatic sketch of thermometer patch

The body temperature patch used on this platform is a CE certified (Conformité 
Européenne certified, it means the good’s conformity with European health, safety, 
and environmental protection standards) commercially available product with a 
measurement accuracy threshold of within ±0.05 °C. Additionally, the patch itself 
is both waterproof and dustproof with coefficient standard of IP 34 (temp pal 2020). 
The patch is attached to the left armpit of the human body to directly measure the 
core temperature of the human body. The system stores an individual’s body tem-
perature data in his/her own user account. The system can also support the use of 
multiple user accounts.

There are many commercially available wearable on a single smartphone. Such 
use cases include the co-monitoring between parents and their children.

 Monitoring and Management Web Application

Management personnel across all hierarchical levels in the administration log in to 
the same Monitor Dashboard Application, but the scope of data available to each 
log-in varies according to their clearance level. The main function menus of the 
Monitor Dashboard Web App are on the left. Figure 5.6 shows the functions from 
top to bottom respectively: (1) the list of monitoring personnel and their detailed 
status data, (2) GPS footprint tracking and query, (3) data export procedures, (4) 
bulletin maintenance management, (5) abnormality warning notification lists and 
(6) requests handled during home quarantine.

 Interoperability for Big Data and Analytics

The collection of detailed data records during home quarantine are becoming an 
important source of reference materials for subsequent follow-up medical care, pan-
demic investigation and pandemic prevention research (Nair et al. 2020; Shi et al. 
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Fig. 5.6 User interface exploded view of monitoring and management web application

2020; Hedberg and Maher 2020). Therefore, the reusability of relevant home quar-
antine historical data collected and its interoperability managed by this platform is 
of ever-increasing importance. Countries around the world have proceeded with the 
curation of COVID-19 data sets so that administrations and medical professionals 
are able to jointly and effectively share consistent information in their fights against 
this pandemic. Example datasets collected include: The German Corona Consensus 
Dataset (GECCO): A standardized dataset for COVID-19 research, Logica 
COVID-19 (FHIR v4.0.1) Implementation Guide CI Build, and HL7 FHIR (v4.0.1) 
Situational Awareness for Novel Epidemic Response (SANER) IG 0.1.0 Continuous 
Build (Sass et al. 2020; Logica (formerly HSPC) 2020; HL7 FHIR 2019b).

To enable the interchangeability with standardized data, the s&cHealth model 
employs the application of Fast Healthcare Interoperability Resources (FHIR) to 
propose a set of APIs and Resource Collections (in the data form of JSON and 
XML). This design enables standardized data collection via FHIR. A unified data 
source can then be formed across various pandemic prevention units, health authori-
ties, medical institutions, and relevant pandemic prevention system vendors. For the 
general public, the interoperable standardized data model also enables them to 
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Fig. 5.7 FHIR resource combination for collecting data during quarantine

access consistent and transparent information from pandemic prevention units 
directly without additional investigative efforts.

To leverage the FHIR standard to increase interoperability for the personal data- 
attribution oriented the s&cHealth model, personal health records collected from 
various data sources—widely ranging from physiological measurements from 
wearable devices to manually input records such as individually initiated tempera-
ture measurements, physical status assessment scales and symptom recordings—
can be easily with mapped back to Patient Resource. The Patient Resource ID can 
be used as a unique identifier to search across various data sources through the 
standardized FHIR API. In this way, all the information required for follow-up pan-
demic investigation or medical care can be integrated on the above platform. 
Figure 5.7 shows how a variety of information sources, including Contact History, 
Vital Sign Observation, Medical Condition, Health Assessment Questionnaire and 
Questionnaire Response, are connected back to Patient Resource.

In the scenario where the data of one specific home quarantine case is needed for 
further investigation, the model would allow for searching through the list of Patient 
Resource IDs using the standard Web API. Table 5.6 shows the different types of 
queries that could be enabled by FHIR Search.

 s&cHealth (Smart and Connected Health): New Model to Link 
from the Individuals, Stakeholders, Communities, Society 
and the Governments

Despite the global crisis caused by the COVID-19 pandemic, it also presents an 
opportunity to advance a new generation of personal health informatics tools. 
During the process of responding to the pandemic, many countries have begun to 
explore solutions that would enable a larger scale, contact-free collection of objec-
tive personal physiological measurements. While the initial goal is to use the mea-
surement data to understand the physiological changes caused by COVID-19, it can 
also be used to raise general public awareness and encourage healthy habits of self- 
care. This will allow individuals to move from seeking care only when they exhibit 
symptoms to managing their own health. This can help release resources to those 
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critically ill patients who really need health professionals’ attention and would be 
especially helpful for the healthcare systems in regions that are already low on 
capacity. This would have potential impacts on changing the traditional patterns of 
medical care and the reimbursement policies of health insurance payers.

In the face of COVID-19 and the challenges of the new human healthcare model, we 
need to develop the Smart and Connected Health model and related new tools and meth-
ods across many dimensions to effectively connect data, people, and systems. Therefore, 
the directions of s&cHealth described in this article are summarized as follows:

 1. Health Information Infrastructure: Establishing a platform for mobile health epi-
demic prevention to enable interoperable, distributed, and scalable digital infrastruc-
ture, as well as tools for effective sharing and use of Personal Health Record (PHR) 
data, networked and mobilized applications that access such data. And providing 
trustworthy patient identification and authentication and access control protocols, 
while maintaining sensitivity to the legal, cultural and ethical issues associated with 
making digital health data appropriately accessible by all relevant stakeholders.

 2. Connecting Data: Integrate personal health information with disease control sys-
tems to support epidemic management decisions and both individual and popu-
lation health. Linking data from individuals to their organizational units to 
healthcare institutions or regional health departments.

 3. Connecting People: Develop new approaches to support individuals to effec-
tively participate in their own health in pandemic, such as Personal Health App, 
accessing and daily health data collection and epidemic prevention measures that 
support users across gender and ethnicity. Develop multi-user roles interfaces for 
a variety of tasks including personnel, caregiver and epidemic  prevention staff 
access to health data. Helping the individuals, stakeholders and communities to 
be in line with the government’s epidemic prevention policy during the pandemic.

Table 5.6 FHIR search API for data collected by Personal Health App

HTTP 
Operator FHIR Search URL sample Description

GET https://{FHIR_URL}/Patient/A123456789 Read patient resource by 
patient ID

GET https://{FHIR_URL}/Observation?patient=A123456789 Search observation by 
patient ID

GET https://{FHIR_URL}/Condition?patient=A123456789 Search condition by 
patient ID

GET https://{FHIR_URL}/Condition?patient=A123456789&
code=http://snomed.info/sct|386661006

Search condition by 
patient ID and SNOMED 
fever code

GET https://{FHIR_URL}/QuestionnaireResponse?patien
t=A123456789

Search 
QuestionnaireResponse 
by patient ID

GET https://{FHIR_URL}/QuestionnaireResponse?patient=A
123456789&questionnaire =MentalHealthAssessment01

Search 
QuestionnaireResponse 
by patient ID and specific 
questionnaire ID

S. H. Lee et al.
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 4. Connecting Systems: Develop protocols and interface standards to enable 
interoperable, temporally-synchronized, devices and systems, as well as how 
those systems can be utilized for continuous capture, storage and transmission of 
physiological, personal and organizational data. Develop and evaluate assistive 
technology and devices integration for personal health and decision support sys-
tems for improved epidemic prevention. Develop assessment methods and soft-
ware tools that aid effectively communicate personal health information in the 
Government, Community, and in and around the person.

We can make use of the s&cHealth model and the mHealth platform to connect 
individuals, public and private organizations, and local communities with govern-
ment authorities in their regions to coordinate tasks related to pandemic prevention. 
This would allow for effective implementation of pandemic prevention measures 
through a better integration of healthy habits into everyone’s daily life. With the 
assistance of the Personal Health App, individuals can establish the habit of autono-
mous health management through daily activities such as establishing contact lists, 
physiological measurements, health status assessment scales. The data collected 
through the self-care process could provide information for adjusting any subse-
quent follow-up pandemic prevention decisions.

 Smart Community Quarantine Management mHealth Platform

Beyond the goal of creating a better self-care process for pandemic prevention, the 
s&cHealth model and the mHealth platform can also be extended to cater for quar-
antine care and discharge management. Figure 5.8 shows the development of differ-
ent extensions to support three key use cases: (1) developing a mobile terminal to 
support both discharged patient management and self-care utilized by medical pro-
fessionals, (2) developing a web-based management center for hospital administra-
tors, and (3) developing a platform to provide mobile services for patients based on 
their status during inpatient isolation and also after being discharged.

To handle scenarios wherein the pandemic spread continues on the escalation 
path, the s&cHealth model can be further catered to account for the intervention 
requirements of epidemic prevention. In particular, the requirements covers the fol-
lowing two aspects of consideration:

 1. To dynamically allocate resources to balance the workload of medical staff in 
order to account for a large number of hospitalized and quarantine patients.

 2. To accommodate the requirements for medical personnel to be quarantined and 
managed independently after coming in contact with patients.

In order to satisfy these requirements, our system strives to provide an electronic 
service intervention plan to automate the epidemic prevention workflow, starting 
from the in-hospital medical care of patients to the tracking and management of 
patients after their discharge and GPS position tracking for individuals under home 
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Fig. 5.8 Smart community quarantine management mHealth platform architecture diagram

quarantine. In addition, it can also be extended to include the assessment of sleep 
and mental health status of medical staff in order to identify workflow patterns that 
can help improve the efficiency and reduce the workload burden.

Figure 5.9 shows the functional system structure, which consists of two major 
applications: a web-based portal and a mobile application.

First, the web-based application is mainly designed to provide medical staff and 
institutional administrators data management functions, including (1) patient case 
overview, (2) GPS position tracking, (3) management of announcements and notifi-
cations, (4) inbox message history, (5) staff management, (6) patient data statis-
tics report.

Second, the mobile application is further divided into two parts: the first part of 
the mobile application is tailored for hospitalized and discharged patients, while the 
next part is tailored for medical staff.

For in-hospital patients, the mobile application includes the following modules: 
(1) symptom evaluation, (2) SOS functionality, (3) a message board, and (4) health 
education. For discharged patients, this system provides the following modules: (1) 
temperature and physiological data recording, (2) GPS position tracking, (3) a ques-
tion and answer (Q&A) message board, and (4) health education.

For medical staff, the mobile application includes two major modules: one for care 
coordination and another for off-duty self-management for medical staff. The care 
coordination module includes the list of patient management and another list of 
abnormality indicators to facilitate medical staff in their tasks of performing patient 
care services. The next module is designed to help off-duty medical staff to track their 
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Fig. 5.9 System functional architecture diagram

own health-related information, including temperature measurements, symptoms, 
sleep and stress assessment questionnaires, injury records, and GPS position tracking.

 Remaining Issues

 Obsolescence of ICTs

Previously the development of traditional health ICT solutions was largely based on 
the input of medical institutions and medical personnel. For example, when indi-
viduals were feeling unwell, they would utilize a medical appointment registration 
system; additionally, Hospital Information System (HIS) was used to manage indi-
vidual financial and management needs. These ICT solutions are developed based 
on a set of standard operation or management procedures. However, the traditional 
health ICT solutions have been put under a stress test during the COVID-19 epi-
demic. Many countries and regions are facing the challenges as the operational 
capacity of their medical system is overwhelmed. Due to the infectious nature of the 
SARS-CoV-2 virus, we need to maintain minimal to zero contact while providing 
healthcare. In response to such conditions and requirements, many healthcare solu-
tions have been developed to incorporate new ICT technologies such as mHealth, 
telehealth, and wearable devices. Compared to the traditional solutions, these solu-
tions are more personalized and focus on individual autonomy. As a result, they can 
enable health management applications that could better encourage the creation of 
healthy personal health behaviors for disease prevention and early screening. This 
trend is expected to continue in the post-pandemic era.
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 Trade-off Between Individual Privacy and Public Goods

The s&cHealth model includes the individual’s active consent to use the mHealth 
platform functions to access, store and manage their own health data in order to 
conduct self-care and preventive monitoring. In the use of the mHealth platform, it 
is more common for individuals to download and install the Personal Health App 
from the mHealth platform into their mobile phones, and the scope of data collec-
tion and the scope and purpose of data use are described in details in the user terms 
and conditions. Informed consent is in full compliance with the principles of per-
sonal data and privacy protection (Nijhawan et al. 2013).

In a limited set of pre-specified situations, for example, collecting personal con-
tact history and GPS tracing for home quarantine individuals, the mHealth platform 
is used by governments or organizations to block or force certain functions on the 
phones used for these special purposes. Under these circumstances, the platform is 
more oriented to serve for improving the effectiveness of epidemic prevention rather 
than protecting personal data and privacy (105. Human Rights Watch 2020). There 
exists a trade-off between personal data and privacy protection and epidemic pre-
vention measures, which would be clearly stated from the beginning.

In the course of the epidemiological investigation of prior cases in Taiwan, from 
time to time when a suspected case does not want to reveal his or her whereabouts to 
help identify the possible route of infection, the situation often leads to public criticism 
or witch-hunting (CDC, Ministry of Health and Welfare, Taiwan 2020j), which even-
tually harm the implementation of any privacy protection measures during epidemio-
logical investigation. A more ideal scenario would be to obtain informed consent from 
individuals at risk of infection in advance to their use of the mHealth platform. In this 
way, they will have their footprints collected and analyzed, and they will take the ini-
tiative to conduct their own health management assessment and fill out the report. In 
addition, when individuals are aware that such information will be monitored and 
alerted, it is also less likely for them to be engaged in unnecessary risky behaviors.

 Non-ICT Challenges: Culture, ICT Literacy, Infrastructure

Besides the ICT challenges, there also exists a set of non-ICT challenges facing the 
successful deployment of the s&cHealth model. For one, how to strive the balance 
between privacy and epidemiological investigation is the key challenge to be 
overcome.

Take the development of a Bluetooth-based anonymous contact tracking applica-
tion in Singapore for example (Government of Singapore 2020; OpenTrace 2020). 
While similar mobile apps have been developed in many other countries (Ministry 
of Science, Technology and Innovation (MOSTI), Malaysia 2020; Waltz 2020; 
Raskar et al. 2020), the main difference between this application and the others lies 
on its proactivity brought by the additional GPS component, which would further 
incur privacy concerns. Although the Bluetooth-based anonymous contact tracking 
application can operate with a higher degree of privacy protection, it can only 
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provide passive and post hoc alerts when a contact has been confirmed in the vicin-
ity; in addition, only then will an individual be notified of the time and place one 
may have been in contact with a confirmed case in the previous days. Meanwhile, 
the added GPS component can proactively alert individuals who should be moni-
tored and obtain their informed consent, or routinely record the daily traces of indi-
viduals who are not at risk of infection. When an individual at risk of infection 
appears in public, the supervisor and the other users nearby would be notified 
immediately. Although users can actively turn off Bluetooth or GPS transmission 
from their personal phones, there might still exist privacy concerns.

This then becomes a choice at the country level. Any country would need to 
make decisions based on their cultures, the direction of their epidemic prevention 
policies, and the preferred level of proactivity in their own populations. In addition 
to the systematic prevention measures imposed by the government, the public also 
needs to take the initiative to participate in the related prevention measures in order 
to achieve better results in controlling this epidemic. By decentralizing the respon-
sibility of epidemic prevention from the government to public and private organiza-
tions at all levels, the whole system could potentially become more effective. By 
leveraging the s&cHealth model and a mHealth platform similar to what is used in 
the case study reported in this chapter, the government can more proactively activate 
preventive measures through organizations at all levels. It can also include individu-
als with international communication needs and those who may be in contact with 
individuals at risk of infection to provide a more intact social safety net for epidemic 
prevention.

In addition, when a new community spread is confirmed, we should review the 
systemic workflow and action plans given the new ICT solutions and model, rather 
than simply punishing the wrongdoers. In this chapter, we would like to provide a 
peek into what is possible in the post-pandemic era and start exploring the potential 
solutions. With the demonstrated benefits brought by the co-sharing of epidemic 
prevention responsibilities across government, public and private organizations at 
all levels and the individuals in the general public, there exist endless opportunities 
that could enabled by the s&cHealth model and the mHealth platform.
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Chapter 6
The Integration of Patient-Generated 
Health Data to Clinical Care

Sarah Collins Rossetti and Victoria Tiase

Abstract Patients are increasingly capturing and tracking their own health data, 
known as Patient-generated health data (PGHD), through mobile or remote patient 
monitoring (RPM) devices. The rise of mobile health applications (mHealth apps) 
combined with the twenty-first Century Cures Act and related regulations, are making 
the sharing and transferring of PGHD data increasingly accessible across clinical set-
tings. PGHD have been used successfully to help in self-management of chronic 
disease and remote patient monitoring, and when incorporated into clinical care have 
the potential to benefit the experiences of both patients and clinicians, as well as 
improve care outcomes. However, barriers to adoption still exist, including lack of 
trust, incentives for use, and efficient workflows. Moreover, low adoption in specific 
patient populations may risk increasing health inequities. Several key organizations 
and frameworks have been created to guide mHealth app developers and support 
patients in selecting mHealth apps to use. The integration of PGHD into clinical care 
can advance patient engagement, self-management, and shared decision making, 
though requires further optimization. Advancement in trust of data, incentives for use, 
and efficient workflows will allow for greater integration of PGHD into the clinical 
care setting and support a shift from episodic care to increased continuity of informa-
tion exchange and tracking of data, which may benefit both patients and clinicians.

Keywords Patient generated health data · Patient portals · Personal health 
information · Personal health records · eHealth · mHealth
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 Introduction

In the digital world, the use of technology is commonplace, data generation is 
rampant, and social behaviors are changing. The ubiquity of devices and avail-
ability of data have implications for new solutions and provide opportunities for 
transformation, especially in healthcare. Healthcare providers and patients alike 
rely on mobile devices and have data at their fingertips. With the rise of mobile 
health applications (mHealth apps), digital healthcare consumers not only col-
lect data but use their data to make everyday decisions and solve real-world 
problems, and most importantly, expect the same of healthcare providers and the 
healthcare system. The abundance of health data created, collected, and gathered 
by patients or their caregivers—known as patient-generated health data 
(PGHD)—when incorporated into clinical care, have the potential to shape the 
future of healthcare (Office of the National Coordinator for Health IT 
[ONC] 2021).

In the clinical setting, PGHD can help complete the sometimes-incomplete pic-
ture of the patient. They can be a source of important components of the patient 
history that may be unattainable or incomplete. In addition to a comprehensive 
view of the patient, PGHD have been shown to prevent readmissions, improve out-
comes, and support tailored care that is more personalized (Genes et  al. 2018). 
However, clinicians are already suffering from documentation burden—and another 
data source must be carefully introduced into clinical workflows. As patients con-
tinue to get more access to their health data and have a greater desire to share with 
all clinicians, it is critical to overcome the current integration challenges and seek 
to balance the inclusion of this potentially beneficial data source into clinical 
workflows.

This chapter describes the challenges, facilitators, and opportunities for inte-
grating PGHD into clinical care. We begin with a description of the current types 
of PGHD, the issues associated with the transfer of PGHD on the part of the 
patient, and the difficulties clinicians face while using PGHD within the context of 
clinical care. Through use cases demonstrating the impact of PGHD integration, 
we will highlight best practices and propose several areas for future research and 
exploration.

Learning Objectives for the Chapter
 1. Articulate the barriers to adoption of PGHD
 2. Identify exemplars and facilitators to adoption of PGHD
 3. Articulate how twenty-first Century Cures Act may advance integration of 

PGHD into clinical care
 4. Identify key organizations and frameworks to guide mHealth app 

developers
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 Capture and Sharing of PGHD

PGHD can be tracked and shared using multiple approaches and are primarily cap-
tured and shared through patient portals, personal health records, and patient-facing 
mHealth apps that connect to EHRs.

A patient portal, according to HealthIT.gov, is a secure online website that gives 
patients access to personal health information and provides 24 h access from any-
where with an Internet connection (Healthit.gov 2017). Patient portals typically are 
affiliated with a particular healthcare organization, or ‘tethered’, and connect to 
personal health information from that organization’s EHR. In doing so, patient may 
be able to access information such as recent appointments, discharge summaries, 
medications, immunizations, allergies and laboratory results (Healthit.gov 2017). 
Some patient portals also provide the ability to securely message your clinician, 
request prescription refills, schedule non-urgent appointments, and make payments. 
If configured to do so, PGHD can be readily captured by patients and shared with 
clinicians through patient portals in between episodes of care, increasing the oppor-
tunities for communication and engagement.

Alternatively, personal health records (PHRs) also store and can share personal 
health information, but are typically not connected to a healthcare organization (i.e., 
‘untethered’). According to HealthIT.gov, a PHR is an electronic application that 
allows patients to maintain and manage their own health information in a private, 
secure, and confidential environment (HealthIT.gov 2016). A PHR can also be used 
to maintain and manage health information of others by authorized individuals 
(HealthIT.gov 2016).

The number of available patient-facing mHealth apps are rapidly increasing. 
Many apps have been developed for use within the healthcare domain. Chronic 
disease self-management, for example, is a common goal for many types of patient 
facing apps. Tracking wearable data (e.g., Fitbit) is also a common feature. Given 
the early stages of patient use, objective appraisal of apps is important to ensure the 
vendor/developer follows recommended guidelines for mHealth app design and 
development, such as maintaining privacy (Xcertia 2019).

 Transfer of PGHD

PGHD may be manually entered into a portal, PHR or mHealth app; however, large 
amounts of PGHD are typically collected through sensors, medically approved 
devices, and biometrics outside of the clinical care setting, while the patient is at 
home or goes about their daily activities. Adler-Milstein and Nong (2019) identified 
three categories of PGHD: health history, surveys or questionnaires, and biometric 
and patient activity (Adler-Milstein and Nong 2019). See Table 6.1 for PGHD types 
and associated examples and values. Health history data may include allergies, 
medications, past surgeries or even family history. Survey data encompass patient 
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Table 6.1 PGHD Types

Type Example Value

Health history Allergy Latex
Surveys or questionnaires Asthma control test (ACT) 16, partially controlled
Biometric or patient activity Blood glucose level 132 mg/dl

Patient
Data Capture

Data Transfer

Clinician
Data Review

* Data upload and
download can be
active or passive

Fig. 6.1 Data transfer between patient data capture and clinician data review

responses to validated tools such as patient reported outcomes, patient reported 
experience measures or other health questionnaires that assess for depression 
(PHQ-9) or asthma control (ACT). Generally collected through US Federal Drug 
Administration (FDA) technologies approved for a specific use, biometric data con-
sist of blood pressure, heart rate or blood glucose values. Exercise or food log data 
are also considered a part of this third category of PGHD.

One key aspect of PGHD collection is the method by which the patient uploads 
their data to the app or platform of their choosing. This may be accomplished by 
active or passive transfer of the data (see Fig. 6.1). Active transfer indicates that the 
patient has to do something to ‘actively’ get their data to the device (Shapiro et al. 
2012). On the other hand, passive transfer means that the data are automatically 
transferred to the device without any effort on the behalf of the patient (Shapiro 
et al. 2012). The methods for collection often align with the types of data collected. 
While health history and survey PGHD are actively transferred, biometric data are 
commonly collected through passive methods.

Individuals may wish to not only track and trend their data for self-management 
purposes, but also share with their healthcare providers. The PGHD transmission 
may be purposes of review, surveillance or simply incorporation into either an in 
person or virtual visit. Depending on the capabilities of the technology and the type 
of platform used, there may be additional work needed to transfer PGHD to the 
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provider, or generally the EHR. This process can also be described as active or pas-
sive. In supporting the movement of PGHD on the part of the patient, both the 
device being used to capture the data and method of transfer to the EHR must be 
considered.

 Challenges Incorporating PGHD into Clinical Care

Although PGHD have the potential to improve patient outcomes, little progress has 
been made to incorporate PGHD into direct patient care due to multiple barriers and 
challenges (Demiris et al. 2019; Tiase et al. 2021). Some are technical in nature and 
closely related to historical sociotechnical and broad interoperability issues with 
electronic health data. Many of the challenges concern the passive and active aspects 
of transfer and which user is responsible for the success of the integration. Other 
challenges are unique to particular aspects of PGHD such as the role of the user, the 
role of the provider and qualities of the data themselves in relation to their use 
within the context of clinical care.

Although over 3000 health related apps exist in smartphone app stores, there has 
been little guidance on how apps should be developed and there is scant evidence on 
their ability to improve care. Due to rapid development and small-scale implemen-
tations, details on user testing and validity studies are ongoing. Additional details on 
effectiveness, usefulness, benefits, and safety can be difficult to find. Also, privacy 
and security are concerns for patients when it is unclear as to what methods an app 
or device uses to protect PGHD and how data are protected during transfers.

Aspects of design, usability, and functionality of apps and devices can be daunt-
ing for patients or caregivers, especially when there are limited opportunities for 
onboarding and education. Without proper assessment of preferences and onboard-
ing support, both technical literacy as well as health literacy can limit use and poten-
tially incur patient harm if the data app or device is used inappropriately. This is 
especially important with vulnerable populations, including the elderly, those with 
non-medical social needs, and the disabled. In studies of portal use, vulnerable pop-
ulations are reported to use portals less often, leading to intervention-generated 
inequity—a situation in which well-intentioned interventions may worsen existing 
health inequities (Grossman et  al. 2019). Outreach efforts to patients, including 
access to technology and connectivity, may encourage adoption of PGHD transfer 
and specific outreach activities could be targeted at vulnerable populations as an 
effort to reduce health inequities. It is also plausible that active and continued buy-in 
from patients to upload their PGHD for integration with the EHR is contingent on 
patients receiving consistent feedback from clinicians (Ancker et al. 2019).

In addition to challenges to patient engagement, there are a number of barriers 
from a provider perspective. The quality and reliability of PGHD sources may vary. 
Without clear documentation and transparency into the design aspects of the app 
and studies evaluating its impact on patient outcomes, provider trust of PGHD and 
associated apps is a major barrier. Evidence to demonstrate the validity and 
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reliability of the data collected is needed, as well as studies to examine efficiencies 
in care and reduced costs. Given the lack of trust, financial concerns related to liabil-
ity and insurance may also inhibit the use of PGHD in clinical care. Healthcare 
providers must understand the requirements and associated policies that stipulate 
when they must view PGHD and what happens if they are unable to act upon the 
PGHD provided by the patient. Also, there are very few incentives in place for the 
review of PGHD outside of routine clinical care. New payment models to support 
review processes have the potential to increase the utilization of PGHD.

After addressing trust and incentives for use of PGHD, effective workflow inte-
gration is key to ongoing provider engagement. It will be difficult to bring meaning-
ful value to patient care without clear expectations on how PGHD is used within 
existing and new clinical workflows. Studies have found that presentation of PGHD 
within the EHR is important to consider (Tiase et al. 2021; Lewinski et al. 2019). 
Extra steps to login to a separate system or platform to access PGHD may discour-
age use. Depending on the use case, the level of summarization and contextualiza-
tion of PGHD must facilitate ease of interpretation in real time. As adoption 
increases, methods to introduce the information generated from PGHD into clinical 
decision-making algorithms may be beneficial.

The healthcare community is in a position to provide guidance to mHealth app 
developers and to encourage transparency to support users that wish to collect, share 
and use PGHD. Both patient and provider concerns must be addressed. Moreover, 
many of these concerns can be mitigated through the engagement of users in partici-
patory design and coproduction methods for PGHD that support optimal care 
outcomes.

 Facilitators for Incorporating PGHD into Clinical Care

Patient participation in their care has increased over the last decade with a desire for 
individuals to access their own health data. In addition, efforts to increase patient 
engagement through the use of patient facing applications as a means to facilitate 
self-care management are expanding. Along with the introduction of new care mod-
els requiring the integration of PGHD, the regulatory landscape is changing in a 
way that promotes technical integration and supports data sharing activities. As the 
patient demand for the sharing and integration of PGHD increases, we expect the 
following frameworks and initiatives to facilitate greater use of PGHD.

In recent years, hospitals and healthcare providers across the United States 
have expanded services to include remote patient monitoring (RPM) programs. 
Through RPM, FDA approved devices are used to collect PGHD from individu-
als outside of a care facility. Data are then transmitted to clinicians that may be a 
part of care management services to monitor patients remotely, trend data, and 
act on the information to adjust treatment plans as needed. As part of RPM pro-
grams, patients are provided support, education, and feedback. Given its poten-
tial to reduce readmissions and hospitalizations and allow older populations to 
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live at home longer, Medicare provides reimbursement for remote physiologic 
monitoring to offset costs connected to onboarding, patient education and 
devices.

Consumer health and fitness app spending continues to increase year over 
year—indicating a desire to track and use these data on the part of the consumers; 
however, the clinical evidence related to use of mobile health apps must keep pace 
to ensure increased integration and use by healthcare organizations and clinicians. 
Efforts such as the new HIMSS Health App Guidelines Work Group will evolve the 
Xcertia guidelines and create a comprehensive framework to guide healthcare 
organizations, clinicians, consumers and developers on what is needed to ensure 
apps are safe, effective and evidenced-based (HIMSS 2020). In 2019, Germany 
signed the Digital Healthcare Act into law which includes a register of healthcare 
apps that have met requirements related to safety, quality, data protection and data 
security (Gesley 2020). In the U.S., the Food and Drug Administration (FDA) 
issued a guidance document entitled, “Policy for Device Software Functions and 
Mobile Medical Applications”, to describe the oversight of mobile health apps that 
are connected to health devices (United States Food and Drug Administration 
[FDA] 2019). Moreover, in late 2020, the FDA established the Digital Health 
Center of Excellence to serve as centralized resource for expertise and knowledge 
to accelerate the development of safe and effective digital health technology 
(United States Food and Drug Administration [FDA] 2020). The healthcare profes-
sional community is also driving scientific progress along with clinician engage-
ment by forming organizations such as the Digital Medicine Society (DiMe) and 
NODE.Health (Network of Digital Evidence in Health). Although many of these 
efforts and organizations are in their infancy, the recognition of the need to orga-
nize around PGHD is promising.

From a data sharing perspective, a spectrum of initiatives is in place to move this 
work forward. See Table 6.2 for an example list of Organizations and Resources 
with a focus on PGHD.  To support patients in obtaining and sharing their own 
health data with less friction, the CARIN Alliance developed a trust framework and 
Code of Conduct which serve as a set of principles for how healthcare organizations 
can support consumers and their authorized caregivers to easily get, use, and share 
their digital health information. In 2020, the CARIN Alliance launched the My 
Health Application website as a transparent way to help consumers select a 
consumer- facing health application that has attested to the Code of Conduct and is 
affiliated with other trusted sources (CARIN Alliance 2021).

In addition, recent federal guidance, The twenty-first Century Cures Act, includes 
provisions for interoperability to combat information blocking, defined as practices 

Table 6.2 Organizations and 
resources with a focus on  
PGHD

Organization Website

CARIN Alliance https://www.carinalliance.com/
DiMe https://www.dimesociety.org/
NODE health https://nodehealth.org/
SMART on FHIR https://docs.smarthealthit.org/
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that discourage the access, exchange, or use of electronic health data so that patients 
can request and obtain their data with less friction (Office of the National Coordinator 
for Health IT [ONC] 2021). Patient-facing mHealth apps are rapidly increasing and 
application programming interface (API) technology allows third party apps to 
exchange data to and from the EHR, with the patient’s permission. Two accompany-
ing initiatives focus on the promotion of patient-initiated data sharing. A regulation 
from the Centers for Medicare and Medicaid Services requires that healthcare facil-
ities support open APIs, allowing for real-time data exchange between patients and 
clinicians. The ONC proposed another rule that encourages communication between 
patients and care providers in a standard, secure way without special effort on the 
part of the user (Office of the National Coordinator for Health IT [ONC] 2021). 
These rules also lay the groundwork for EHRs to “speak” with third-party applica-
tions using a common language via SMART on FHIR—or Substitutable Medical 
Apps, Reusable Technologies that leverage Fast Healthcare Interoperability 
Resources—a specification for internet-based exchange that is considered best prac-
tice for health data. Advances in this space can potentially simplify both technical 
and clinical workflow integration (Mandel et al. 2016).

Although there is demonstrative progress with some of the technical and clinical 
workflow hurdles, there are some areas that are in need of greater attention. In par-
ticular a deeper and more comprehensive of understanding of patient needs is neces-
sary to reduce exacerbation of inequities and identify effective approaches to 
connect with patients that would benefit from connection with clinicians in-between 
visits, such as those with at home monitoring needs or those who are unable to travel 
due to rural settings or other types of geographical or physical restrictions. Incentives 
for providers to use the data are also essential, including making the data easier to 
consume, summarize, and integrate into decision support activities.

 Evidence of Impact

The capture of PGHD offers unique and novel benefits stemming from the opportu-
nity to re-engineer health information flow that is not dependent on healthcare 
encounters. Patients may enter data at regular intervals or in response to symptom-
atology for immediate review by clinicians in-between visits. Further, these new 
patient information workflows allow for a longitudinal trending of patient data in- 
between visits and ultimately a deeper understanding of patient symptomatology. In 
doing this, information loss is minimized and patient continuity is maximized. The 
minimization of information loss and maximization of patient continuity may 
directly benefit care quality and safety. More complete EHR data will likely benefit 
secondary uses of data, such as for research and evidence-generation. Finally, the 
connection in the home can benefit both: (1) patients that already receive homecare 
services, and (2) patients that do not qualify for home services but have chronic 
conditions that benefit from trending of trackable device data and 
symptomatology.
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In 2019, Tiase and colleagues conducted a rigorous scoping review to explore 
and summarize current evidence related to the integration of PGHD into electronic 
health records. The scoping review resulted in 19 studies that met inclusion criteria 
suggesting that PGHD integration into EHRs appears to be at an early stage (Tiase 
et al. 2021). Themes emerged concerning resource requirements, data delivery to 
the EHR, and preferences for review. This review underscored the need for best 
practices and better reporting of technical requirements to integrate PGHD into 
EHRs to leverage the potential value of PGHD.

 Exemplars of PGHD Integration and Using in the Clinical 
Care Setting

Successful PGHD integration have been implemented for chronic disease manage-
ment, self-management and patient engagement, and telehealth/remote patient 
monitoring. Ancker et al. (2019) described the characteristics of patients and pro-
viders that engaged in data uploads for chronic disease management of diabetes 
(Ancker et al. 2019). PGHD uploads were associated with improved blood glucose 
control and body mass index, but it was noted that overall blood glucose monitoring 
via PGHD uploads still suffered from slow adoption and that patients that uploaded 
their data had more visits and portal log-ins than patients that did not upload data 
(Ancker et al. 2019). Uploading of blood glucose data by patients for integration 
into the EHR has also been shown to be a feasible part of a diabetes telemedicine 
intervention to assist in diabetes self-management (Lewinski et  al. 2019). 
Importantly, a user-friendly presentation format and automatic transfer of data from 
the patient’s monitoring device into the EHR are essential considerations for use, 
adoption, and data interpretation by patients (Lewinski et al. 2019). Kumar et al. 
demonstrated in a pilot study the capability to integrate continuous glucose monitor 
data from pediatric patients/parents smartphones between scheduled clinic visits 
(Kumar et al. 2016). This study emphasized the feasibility of using existing technol-
ogy that is widely available to consumers (e.g., commonly owned mobile devices, 
Apple Healthkit) as a means to increase wide-scale replication, as well as efficient 
workflows and intuitive visualizations within the EHR for clinicians.

Pevnick et al., investigated efficient and safe protocols for cardiologists’ select 
review of heart rate monitor data, which is high volume data per patient (Pevnick 
et al. 2020). Their protocol included the development of a dashboard highlighting 
concerning values and logic that would trigger a cardiologist review. This work 
points to the importance of a governance framework and associated clinical proto-
col when integrating high volume PGHD into EHRs that have important clinical and 
safety implications requiring urgent review (Pevnick et  al. 2020). Finally, while 
patient reported outcomes (PROs) have been widely used and are a best practice in 
cancer care, more recently PGHD has been used to actively support smoking cessa-
tion for patients with cancer by increasing screening and treatment referral (May 
et al. 2020).
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 Future Work and Opportunities

The ubiquitous capture and use of PGHD within healthcare delivery will require 
strong and widespread endorsement within patient communities by clinicians. 
PGHD can align with and promote the Quadruple Aim of decreasing cost, 
improving outcomes, improving the patient experience and increasing provider 
engagement (Bodenheimer and Sinsky 2014). It is possible that movement away 
from episodic care to increased continuity of information exchange and tracking 
of data from patients’ daily lives as preventative interventions may facilitate 
achievement of the Quadruple aim (Bodenheimer and Sinsky 2014). The greater 
patient-provider communication and engagement that arises from increased cap-
ture and use of PGHD could also contribute to improved patient experience and 
clinician engagement. Some aspects of documentation burden—a key driver of 
clinician burnout—may be alleviated when patients directly capture more of 
their data themselves. However, reduced clinician documentation burden is 
dependent on efficient integration of PGHD into existing clinician workflows. 
Finally, the alignment of PGHD with the increased use of telehealth visits may 
expand patient access and increase continuity of care. Each of these areas are 
ripe for further investigation, exploration and innovation, as described in more 
detail below.

 Efficient and Usable Clinical Workflow Integration

Data interpretation can be challenging and moreover, clinicians are already suffer-
ing from documentation burden. Adding another data source such as PGHD must 
be carefully introduced into clinical workflows. An exploration of information and 
visualization needs related to PGHD for varied and complex clinical conditions 
should be explored in the context of the clinical setting. Clinicians are already 
burdened with information overload during the use of EHRs and will require tools 
that surface and simplify data in context, including PGHD, using visualizations 
and other decision support tools. While there exist some solutions already that can 
minimize the burden of clinicians sifting through voluminous PGHD, such as clin-
ical decision support alerts, intervening on and minimizing information overload 
will require novel approaches to the design and integration of PGHD within the 
clinical record. The use of cognitive task analyses should be employed to under-
stand the utility of PGHD in complex decision making and how best to include 
PGHD in decision support algorithms to provide actionable insights. To under-
stand needs related to visualization and discovery within the EHR, investigations 
of interactive displays with PGHD alongside EHR data, viewed within the EHR 
should be conducted to explore its impact on decision making and patient 
outcomes.
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 Telehealth and PGHD

The acceleration of telehealth virtual visits during the COVID-19 pandemic accen-
tuated the need to provide PGHD, generally in the form of RPM data, to the pro-
vider at the point of the virtual visit. Since these PGHD may be generated from 
multiple devices, research is needed to investigate the optimal way to present 
PGHD, including the type of user interface and the appropriate level of synthesis 
and analysis (Abdolkhani et al. 2019). Further, as clinical care and decision-making 
is increasingly moved into virtual spaces, it will be important to identify best prac-
tices related to the role of shared decision making.

 Conclusion

With an abundance of PGHD, we now have a wealth of data with the potential to 
predict and prevent disease—at a time where 60% of Americans suffer from a 
chronic condition (Irving 2017). PGHD have been used successfully to help in self- 
management of chronic disease and remote patient monitoring. However, these 
applications still suffer from overall low adoption and without careful consideration 
of the implications of engaged versus non-engaged patient populations may risk 
increasing health inequities. The twenty-first Century Cures act, related regulations, 
and consumer expectations promise to accelerate the use of patient-facing technolo-
gies, and with it the integration of PGHD as key ingredients to the disruption—and 
advancement—of health and healthcare.

Clinical Pearls
• Patient-generated health data are collected from patients outside of the 

clinical visit and may be categorized as health history, survey and ques-
tionnaire responses, or biometric data.

• Incorporation of PGHD into clinical workflows must consider the effort on 
the part of the patient to collect and transfer the data as well as the effort on 
the part of the clinician to introduce PGHD into their workflow. At each 
point, the transfer can be described as active or passive. This is critical to 
assess for implementation purposes.

• Several barriers to the integration of PGHD within clinical care exist, 
including trust, incentives for use, and efficient workflows, that must be 
addressed in order for the use of PGHD within the clinical setting to 
become standard and valuable information that help to improve care 
outcomes.

• The implementation of PGHD into care workflows is an important step to 
advance patient engagement, self-management, and shared deci-
sion making.
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Chapter Review Questions
Review Questions

Q1. Which of the following is a primary benefit of PGHD integration into the 
clinical care setting?

 a. Decreased need for post-discharge follow-up visits.
 b. Increased longitudinal trending of patient data in-between visits.
 c. Higher reimbursement for combined visits.
 d. Additional data and workflows available to clinicians.

Q2. As a mobile health app developer, what are the factors that should be considered 
in the design of an app?

 a. Safe, effective, and evidenced-based.
 b. Trust, workflows, and incentives.
 c. Active and passive transfer.
 d. Patient engagement, self-management, and shared decision making.

Answers.
Q1:
Answer choice B.  Rationale: New patient information workflows allow for a 

longitudinal trending of patient data in-between visits and ultimately a deeper 
understanding of patient symptomatology.

Q2:
Answer choice A. Rationale: The HIMSS Health App Guidelines Work Group is 

creating a framework to guide mHealth app developers on what is needed to ensure 
apps are safe, effective and evidenced-based.
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Chapter 7
Role of Digital Healthcare Approaches 
in the Analysis of Personalized (N-of-1) 
Trials

Thevaa Chandereng, Ziwei Liao, Stefani D’Angelo, Mark Butler, 
Karina W. Davidson, and Ying Kuen Cheung

Abstract The advancement in digital healthcare approaches, including health 
applications (apps) and wearable devices have allowed health system scientists to 
rapidly develop and implement innovative trial designs (e.g., Personalized, or 
N-of-1 trials). In this type of trial, the effect of one treatment is compared with one 
or more other treatments or a placebo condition, and the differences are calculated 
within-person. Thus, these designs are essentially multiple cross-over trials con-
ducted on single persons. The ultimate goal of a Personalized trial is to determine 
the best tailored treatment for the participant using an objective data-driven crite-
rion. Unlike traditional trial designs, the outcomes of the trial are continuously or 
repeatedly assessed throughout the study period. The ability to collect data instantly 
using health apps and wearable devices have eased the implementation of 
Personalized trials. In this chapter, we will elaborate on the role of health apps and 
other digital healthcare approaches in the design and analysis of an exemplar series 
of chronic lower back pain study (CLBP), personalized trials. We will discuss the 
collection of trial data (ecological momentary assessment (EMA) three-times daily 
of participant-reported pain, stress, and fatigue) using text messages and addition-
ally weekly electronically delivered survey questionnaires. We will share the details 
of the analysis of the CLPB series of personalized trials using generalized least 
squares (GLS) regression. We will also elaborate on the computing platform (an R 
shiny app that is patient friendly) built to analyze the trial data. We will emphasize 

T. Chandereng (*) · Z. Liao · Y. K. Cheung 
Department of Biostatistics, Columbia University, New York, NY, USA
e-mail: tc3123@cumc.columbia.edu; zl2417@cumc.columbia.edu; yc632@cumc.columbia.
edu 

S. D’Angelo · M. Butler · K. W. Davidson 
Institute of Health System Science, Feinstein Institutes for Medical Research, & Donald and 
Barbara Zucker School of Medicine at Hofstra/Northwell, Northwell Health,  
Manhasset, NY, USA
e-mail: SDAngelo1@northwell.edu; markbutler@northwell.edu; kdavidson2@northwell.edu

© The Author(s), under exclusive license to Springer Nature 
Switzerland AG 2022
P.-Y. S. Hsueh et al. (eds.), Personal Health Informatics, Cognitive Informatics 
in Biomedicine and Healthcare, https://doi.org/10.1007/978-3-031-07696-1_7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-07696-1_7&domain=pdf
mailto:tc3123@cumc.columbia.edu
mailto:zl2417@cumc.columbia.edu
mailto:yc632@cumc.columbia.edu
mailto:yc632@cumc.columbia.edu
mailto:SDAngelo1@northwell.edu
mailto:markbutler@northwell.edu
mailto:kdavidson2@northwell.edu
https://doi.org/10.1007/978-3-031-07696-1_7


132

the importance of personalized trials by displaying the heterogeneity of the treat-
ment effect in the study participants.

Keywords Personalized trials · Health apps · Computing platforms · N-of-1 trials 
· Pooled analysis · Time-series analysis

 Introduction

R shiny app is an interactive web app built from the R language. Shiny is an open 
source R package that provides an elegant and powerful web framework for build-
ing web applications using R without requiring HTML, CSS, or JavaScript knowl-
edge. In recent years, researchers have begun to utilize R shiny for graphical 
representation and analysis of patient data for a variety of conditions and treatments 
(Chandereng et al. 2020; Yanhong Zhou et al. 2021; Yi Zhou et al. 2020). The utility 
of web applications for the analysis and presentation of participant data is twofold: 
(1) Descriptive statistics and treatment effects can be accessed for individual patients 
at any time and (2) No knowledge of statistical methods is required to generate the 
results. In addition, R shiny is a package freely available in the open-source R lan-
guage and requires zero software costs or licensing fees for research use. As a result, 
a web-based shiny app for presenting patient data is both cost-effective and scalable.

In this chapter, we discuss the role of health apps in the analysis of a chronic 
lower back pain study. First, we compare personalized trials with traditional ran-
domized controlled trials (RCT). Second, a brief overview of the prevalence of 
chronic low back pain (CLBP) is provided. Next, we discuss the study design of the 
CLBP personalized trial and recruitment of the participants. Fourth, we discuss how 
the EMA (fatigue, pain, and stress) and weekly survey data were collected using 
text messages. We discuss our use of generalized least squares (GLS) to analyze the 
EMA data. We will also demonstrate how an R shiny app is used to analyze the 
EMA data. Our analysis indicates that the treatment effect of both yoga and mas-
sage differ among participants. We observe the pooled analysis fails to capture the 
treatment effect of both yoga and massage due to heterogeneity in treatment effect 
among participants.

Learning Objectives for the Chapter
The objective of this chapter is to provide insight of using health apps to 
implement N-of-1 trials. By reading this chapter, the reader will learn to per-
form the following:

 1. Learn how to use health apps to analyze Personalized trials
 2. Learn how a series of Personalized (N-of-1) trials were conducted 

CLBP study
 3. Learn how to analyze time-series data for Personalized trials
 4. Compute and interpret patient-by-patient analysis for the CLBP study

T. Chandereng et al.
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 Personalized Trials

Clinicians usually apply evidence drawn from a large group of patients in a tradi-
tional RCT. In a traditional RCT, the patients are randomly allocated to two or more 
treatment groups and the treatment groups are compared with respect to the mea-
sured outcome. However, a single treatment/intervention is not always universally 
better than the others (Gabler et  al. 2011; Zucker, Ruthazer, and Schmid 2010; 
Mahon et al. 1996). Heterogeneity in both treatment efficacy and side effects often 
lead clinicians to make an educated guess without a proper data-driven approach 
(Davidson et al. 2018). Single patient, multiple cross-over design (Personalized or 
N-of-1) is an alternative approach to tailor the most optimal therapy. Personalized 
trials consider an individual participant as the sole unit of observation in a study 
investigating the efficacy or side-effect of different treatments/interventions. In a 
personalized trial, the effect of one treatment is compared with one or more treat-
ments, and the differences are calculated within-person (Davidson et al. 2021).

Table 7.1 summarizes a number of characteristics well suited for conducting 
personalized trials. Clinical problems with substantial uncertainty about the optimal 
intervention are suitable for personalized trials. Chronic conditions are ideal for 
personalized trials because the treatment target must be measurable over time and 
must exhibit some variation (Shaffer et al. 2018). It is important to ensure the effects 
of an intervention are reversible once withdrawn and the washout period is short and 
estimable (Duan, Kravitz, and Schmid 2013; Kravitz et al. 2014).

 Background on CLBP

More than 25% of the U.S. adult population are affected by lower back pain (LBP) 
lasting a whole day in the past 3 months (Deyo et al. 2006). Chronic lower back pain 
(CLBP) is defined as lower back pain lasting 12 weeks or more, exceeding the usual 
time frame for tissue healing. CLBP is the fifth most common cause for physician 
visits and 80% of all healthcare costs (Khan et al. 2014). It is estimated that seven 
million adults in the U.S. have limitations in daily activities due to CLBP (Chou 

Table 7.1 Considerations for conducting personalized trial

Features Suitable for personalized Not suitable for personalized

Heterogeneity of 
treatment

Treatment effects vary across patients Homogeneity of treatment effects

Nature of disease Slowly progressing, chronic, or stable Rapid or acute
Assessment of 
outcomes

Outcomes can be assessed multiple 
times

Outcomes are measured at a single 
point

Effect onset and 
carryover

Significant individual differences in 
intervention response, minimal 
washout period across time

Small individual differences in 
intervention response, long washout 
period across time

7 Role of Digital Healthcare Approaches in the Analysis of Personalized (N-of-1) Trials
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2010). There is a high cost affiliated with CLBP due to limitations in daily activities 
and frequent physician visits.

The clinical guidelines on the pain management of CLBP in the U.S. have sug-
gested changes to the use of pharmacotherapy when treating CLBP (Qaseem et al. 
2017). Medications, primarily opioid therapy, should only be prescribed at the low-
est dose for the shortest amount of time. Research has concluded that opioids are 
beneficial for pain relief and should only be prescribed where the benefits outweigh 
the risks (Saragiotto et al. 2016). The Centers for Disease Control and Prevention 
(CDC) have recommended the use of a non-opioid treatment and the need for addi-
tional research on managing chronic pain due to the danger of addiction and acci-
dental overdose of opioid treatment (Dowell et al. 2016).

Both yoga and massage are non-opioid treatments that have been shown to be 
useful to treat CLBP patients. Both interventions were associated with reduced lev-
els of pain compared to a placebo group with CLBP. Yoga treatments for CLBP 
were also associated with improvements in quality of life. However, the treatment 
effects of both yoga and massage for CLBP are not homogeneous for all patients. 
Some participants with CLBP benefit more from these interventions than others and 
vice versa. To study the individual treatment effect from these interventions, a per-
sonalized trial design is ideal. By utilizing digital healthcare approaches, including 
mobile devices, texting, and other digital communication strategies, both the design 
and analysis of a personalized trial were conducted to study the effectiveness of 
yoga, massage, and usual care from November 20, 2019 to January 31, 2021. The 
trial is registered with clinicaltrials.gov (“Personalized Trial for Chronic Lower 
Back Pain” n.d.).

 Study Design

In this section, we discuss the design of the CLBP personalized trials, and then how 
participants were recruited for the study, including inclusion and exclusion criteria. 
The study is a series of 60 randomized personalized trials examining the effects of 
Swedish massage and yoga versus usual care on CLBP from November 20, 2019 to 
January 31, 2021. Yoga poses were selected based on those previously used by 
(Sherman et al. 2005) in a study assessing the effect on chronic lower back pain. 
Participants received a series of treatments of yoga and massage through a commer-
cial wellness service called Zeel®. Zeel® allows people to book in-home massages 
with licensed massage therapists. For this study, Zeel® also allowed participants to 
book in-home one-on-one yoga sessions with a certified yoga instructor.

Once a participant was recruited to the study, the participant underwent a base-
line assessment period for the first 2 weeks (as shown in Fig. 7.1). Participants were 
discouraged from receiving yoga and/or massage treatments during this period. The 
participants were asked to rate the EMA of their pain, fatigue, and stress at three 
random times daily during their waking hours, wear a fitbit device 24 h a day, and 
answer a number of surveys sent electronically each week. The details of the data 

T. Chandereng et al.
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collection are included below. Participant adherence to the protocol was assessed 
during the first 14 days of the baseline assessment period. Participants who did not 
achieve a minimum of 80% adherence to protocol requirements (including EMA, 
device wear, and survey response) were not permitted to continue to the intervention 
portion of the study. Participants maintaining 80% adherence or more were random-
ized to one of two different treatment sequences. The order of the treatment 
sequences is illustrated in Fig. 7.1. Participants were randomized 1:1 to the treat-
ment sequences (i.e. 30 participants each treatment sequence).

As shown in Fig. 7.1, the treatment sequences were designed to deliver two inter-
vention arms (massage and yoga) and a usual care arm (no intervention) in a 
multiple- crossover design of six treatment blocks. Each treatment block lasted a 
total of 2 weeks. During intervention treatment blocks, participants were asked to 

Baseline 
(Usual Care)

Usual CareMassage

Yoga Yoga

Usual Care

Usual Care

Massage

Massage

Yoga Yoga

Massage Usual Care

Fig. 7.1 Flowchart of the treatment assignments

7 Role of Digital Healthcare Approaches in the Analysis of Personalized (N-of-1) Trials
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use Zeel® to book two 1-h sessions of in-home Swedish massage (massage treat-
ment blocks) or two 1-h sessions of in-home yoga (yoga treatment blocks) each 
week, at least 48-h apart. No treatment was provided to participants during usual 
care treatment blocks; instead, participants were asked to use techniques they nor-
mally would have used to manage their CLBP. Participants were discouraged from 
receiving additional massage or yoga sessions outside of the eight massage sessions 
and eight yoga sessions delivered throughout the study.

 Recruitment and Study Population

The potential candidates for the study were primarily recruited using emails sent out 
to all employees at Northwell Health, the largest private health care employer in 
New York State. The email invited people with CLBP to participate in a personal-
ized trial. Other recruitment strategies included referrals from Northwell 
Occupational Health Services (OHS), social media advertising, flyers distributed to 
Northwell Health facilities, and information presented at Northwell Health Wellness 
events. Interested candidates were asked to complete an initial screening measure 
covering questions regarding both inclusion and exclusion criteria of the trial. The 
electronic consent form and additional information was provided if the candidate is 
deemed eligible. The candidates were notified if they were deemed ineligible or the 
sufficient number of participants had been recruited.

The inclusion criteria for a participant included the following:

• Age ≥ 18
• Fluent in English
• Able to regularly access an email account and a smartphone
• Experiencing symptoms of lower back pain for ≥12 weeks
• Have a self-reported pain intensity>8 on the1 PROMIS pain intensity scale
• Able to receive therapeutics (2× per week; between 8 a.m. and 10 p.m.)

Persons who met any of the following criteria were excluded:

• Pregnant women
• Weight ≥ 500 lbs.
• History of spinal surgery
• Complex back pain
• History of a serious mental health condition or psychiatric disorder
• History of opioid use disorder or current opioid users
• History of treatment for any substance abuse

1 The PROMIS pain scales version 1.0 are used to measure intensity of pain symptoms (Revicki 
et al. 2009) and interference (Amtmann et al. 2010) (Wang et al. 2017) with daily life due to pain 
symptoms over the past 24 hours.

T. Chandereng et al.
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• Current physical activity restrictions or previously advised that yoga or massage 
is unsafe for their condition

• Planned travel outside of the United States within treatment period
• Planned surgery/procedures within 6 months of recruitment

Although the original goal of the study was to randomize 60 participants to receive 
the protocol, all study activities were halted in March 2020 as a result of the 
COVID-19 crisis in New York. The analysis below describes the data of 26 study 
participants that were able to complete their intervention treatment blocks before 
the study was ended for infection-control purposes.

 Data Collection (EMA Pain, Fatigue, and Stress)

The ecological momentary assessment (EMA) of pain, fatigue, and stress data were 
collected via text messages. These assessments were collected three times daily and 
the timing is randomized throughout the day. An interval of at least 30 minutes was 
added between two texts. The text messages asked participants to rate their pain, 
fatigue, and stress in the current moment on a scale of 0–10. Table 7.2 summarizes 
the EMA stress ratings. The ratings were interpreted in the same manner for both 
EMA pain and fatigue. These assessment tools have been used extensively before 
the spurt of information age and have been used with smartphones in recent studies 
(Smyth et al. 2009; Shiffman et al. 2008; Cheung et al. 2017; Wang et al. 2017).

 Analyzing EMA Data

Unlike traditional RCT designs, the treatment arms are not independent in 
Personalized trials. Statistical analyses that account for correlation structure (time- 
series analyses) are essential to analyze Personalized RCTs (Shaffer et al. 2018). We 
analyzed the ecological momentary assessment (EMA) of pain, fatigue, and stress 
data using GLS regression. The GLS estimator of a linear regression is a generaliza-
tion of the ordinary least square (OLS) estimator. When the OLS estimator violates 

Table 7.2 EMA stress rating scales

Rating Stress level

0 No stress
1–3 Mild stress
4–6 Moderate stress
7–10 Severe stress

7 Role of Digital Healthcare Approaches in the Analysis of Personalized (N-of-1) Trials
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one of the assumptions of the Gauss-Markov theorem,2 namely that of equal vari-
ances, the GLS estimator is used.

In a standard linear model,

 Y � �X � �,  

where Y is the n × 1 response vector, X is an n × p model matrix, β is a p × 1 vector 
of estimated regression coefficients, and ε is an n × 1 vector of errors. The ordinary- 
least squares (OLS) estimator of β assuming that ε ∼ N(0, σ2 In) (i.e. the errors are 
uncorrelated),

 
�OLS

T TX X X Y� � ��1 ,
 

with the covariance matrix

 
Var X XOLS

T� �� � � � ��2 1
.
 

However, in time-series data, the errors from the regression model are unlikely to be 
independent. Generalized least-squares (GLS) regression extends OLS estimation 
of the standard linear model by providing for possibly unequal error variances and 
for correlations between different errors. In these cases, the intervals (time) are usu-
ally equally spaced. Let V = Var(ε | X), where V is an n x n symmetric positive defi-
nite matrix.

In a GLS regression, the covariance matrix has the following structure:
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There is an invertible matrix, such that V = WWT. If we multiply the regression 
equation by W−1, we get

 W Y W W� � �� �1 1 1X � �.  

Replacing Y* = W−1Y, X* = W−1X, ε* = W−1ε, we get

 Y X� � �� �� � .  

2 The Gauss Markov theorem states that if the errors OLS estimator are uncorrelated, have equal 
variances, and expected value (mean) of 0, the errors do not need to be normal, nor do they need to 
be independently identically distributed.

T. Chandereng et al.
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Thus,

 
�GLS

T TX X X Y� � �� � � � �1

 

 
� � �� � � �X V X X V YT T1 1 1 .

 

We can fit several time-series models with GLS. Autoregressive model with order 1 
(AR(1)) is one of the most frequently used models. In an AR(1) model, the regres-
sion errors are assumed to be stationary. In other words, the errors are assumed to 
have the same expectation and the same variance:

 � � �2
1
2 2� � �� n  

In addition, the model postulates that correlations diminish as observations are 
farther apart in a specific form:

 
� � � �a a k a k a

k a k, , , , , .� �� � � � � �1 1 0
 

If both the values of ρ and σ2 are known in an AR(1) model, the GLS estimator 
of β can be easily obtained. However, these parameters are generally unknown.

 R Shiny App for the CLBP Trial and Trial Results

We developed a user-friendly R shiny app for analyzing the EMA data from the 
CLBP trial using GLS (video attached). The R shiny app code is available at https://
github.com/ROADMAP- Columbia/patient- report. A sample data is included in the 
Data folder. The Shiny app performs GLS if the data is provided and the outcomes, 
(multiple columns) and treatment columns are selected for patient-by-patient basis 
as shown in Fig. 7.2. The R shiny app can serve as a tool to analyze the data for trial 
coordinators.

Table 7.3 shows the R shiny app output for the treatment effect of all three vari-
ables measured using EMA (i.e. pain, fatigue, and stress) for a single patient. The 
baseline treatment for comparison is usual care (no yoga or massage). Based on 
Table 7.3, there is no difference for all mean EMA averaged between usual care and 
yoga for this particular patient. There is a significant difference for both EMA pain 
and fatigue between yoga and massage (p-value <0.05). The patient reported lower 
scores for both EMA pain and stress during massage treatments compared to usual 
care. However, the mean EMA fatigue scores reported by the patient were the same 
for both massage and usual care.

This example illustrates how easily the R shiny app can be used to generate 
analyses and descriptive statistics for the effectiveness of three outcomes of the two 
treatments utilized in this particular trial. By displaying results in this manner, 

7 Role of Digital Healthcare Approaches in the Analysis of Personalized (N-of-1) Trials
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Fig. 7.2 An R shiny app developed to perform GLS to estimate the treatment effect for individual 
patients

research team members can easily identify the most effective treatments for each 
particular participant simply by clicking on the participant’s ID number within the 
R shiny app. Without the flexibility of this R shiny app, study staff would need to 
consult with a statistician or attempt to run analyses themselves to generate these 
results. This would lead to both wasted time and increased potential for 
research errors.

In addition, the app runs based on the linked participant data set. This allows the 
analysis results to be continuously updated as participant data is added, easily gen-
erating interim and final results for each participant through the course of the study. 

T. Chandereng et al.
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Table 7.3 Treatment effect obtained from all three EMAs (pain, fatigue, and stress) for a 
single patient

Output Estimate p value

Mean EMA pain averaged during usual care 3.49 –
Mean EMA pain averaged increased during yoga −0.22 0.57
Mean EMA pain averaged increased during massage −1.05 0.01
Mean EMA fatigue averaged during usual care 4.25 –
Mean EMA fatigue averaged increased during yoga −0.24 0.52
Mean EMA fatigue averaged increased during massage −0.71 0.07
Mean EMA stress averaged during usual care 3.61 –
Mean EMA stress averaged increased during yoga −0.46 0.11
Mean EMA stress averaged increased during massage −1.25 0.00

Further, the analyses utilized in this R shiny app can be easily modified to fit various 
N-of-1 designs to account for variations in number of treatment blocks, duration of 
treatment, and other design elements essential to N-of-1 trials.

The EMA data (pain, fatigue, and stress) are obtained three times daily. We sum-
marize the data collected 3 times daily by taking the daily mean for each EMA. The 
treatment effect (point estimate) is obtained from daily mean EMAs using GLS 
regression with AR(1) model. We used the R package nlme for all analyses (Pinheiro 
et al. 2017).

Table 7.4 displays the treatment effect obtained from all three daily mean EMAs 
using GLS for all 26 patients. More than 50% (14 of the 26) of the participants had 
no difference in all three EMAs for both yoga and massage compared to usual care. 
Table 7.5 summarizes the outcomes of Table 7.4. Table 7.5 shows the number of 
participants with no, positive, and negative effects that are statistically significant 
for all three daily mean EMAs comparing both yoga and massage to usual care. 
None of the participants had lower daily mean EMA stress when they received yoga 
treatment compared to usual care and only one participant had a higher daily mean 
EMA stress when he/she/they received yoga treatment compared to usual care. 
However, as noted above, this study was conducted during the beginning of the 
COVID-19 pandemic in New York city, and stress levels reported by many in the 
area were very high. Tables 7.4 and 7.5 clearly show the heterogeneity in treatment 
effect for both yoga and massage compared to usual care in CLBP patients.

 Conclusion

In this chapter, we presented the CLBP study, a Personalized RCT. We discuss the 
role of health apps in the design and analysis of a Personalized trial. We presented 
how health apps are used for the daily data collection of the participants’ outcomes 
(three different EMAs). Besides data collection, we also illustrate how an R shiny 
app is used to analyze the outcomes of the trial participants by the trial coordinator. 

7 Role of Digital Healthcare Approaches in the Analysis of Personalized (N-of-1) Trials
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Table 7.5 Number of participants with no, positive, and negative significant effects for all three 
daily average EMAs comparing both yoga and massage to usual care

Positive effect 
(lower EMA)

Negative effect 
(lower EMA)

No 
effect

Daily average EMA 
pain

Yoga vs Usual 
Care

2 1 23

Massage vs Usual 
Care

2 2 22

Daily average EMA 
fatigue

Yoga vs Usual 
Care

3 1 22

Massage vs Usual 
Care

2 3 21

Daily average EMA 
stress

Yoga vs Usual 
Care

0 1 25

Massage vs Usual 
Care

4 2 20

The R shiny app can be used to securely transfer trial results to the participants. The 
ability to collect data instantly using health apps and wearable devices have eased 
the implementation of Personalized trials. In the near future, we are planning to 
streamline the process using a single mobile app that sends a push notification for 
data collection and provide the trial results instantly once the trial is completed. We 
also plan to build a simplified version of the shiny app that app helps trial partici-
pants understand their data and the effect of each treatment. The ultimate goal is to 
provide a tool to patients for the insight of their data and select the best treatment 
using a data-driven approach.

Review Questions
 1. List two differences between Personalized RCTs and traditional RCTs.
 2. Why is generalized least square (GLS) regression is preferred over ordinary least 

square for time-series data?

Answers
 1. (a) In Personalized RCTs, the effectiveness of a treatment is compared on an 

individual by individual basis. However, in traditional RCTs the effectiveness of 
a treatment is computed using net benefit from a large population.

(b) In Personalized RCTs, a patient is the entire trial compared to traditional 
RCTs, where a large population of subjects are required.

 2. Time-series data are usually correlated and not independent. Generalized least- 
squares (GLS) regression extends ordinary least-squares (OLS) estimation of the 
standard linear model by providing for possibly unequal error variances and for 
correlations between different errors.

T. Chandereng et al.
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Chapter 8
Early Detection of Cognitive Decline Via 
Mobile and Home Sensors

Holly Jimison, Maciej Kos, and Misha Pavel

Abstract Cognition is a significant determinant of our intellectual capacity and 
quality of life. Our cognition enables our perception, recognition, memory, atten-
tional control, reasoning, and decision-making and is therefore involved in most of 
our behaviors. In this chapter we will discuss the large spectrum of cognitive func-
tions ranging from high-level executive functions to their implication in the “sim-
plest” repetitive, nearly automatic movements of one’s finger. The only behaviors 
that are not completely tied to cognition are purely reflexive and certain habitual 
behaviors. Because of the importance of cognition, the assessment and understand-
ing of cognitive functionality have been the foci of many research initiatives and 
projects ranging from basic science to applied assessment. A recent report from the 
U.S. Center for Disease Control (Taylor et al. Morb Mortal Wkly Rep 67:753, 2018) 
included results showing that the prevalence of subjective cognitive decline in the 
U.S. was 11.1%, or 1 in 9 adults. It was slightly higher for adults 65 years and older 
(11.7%) and somewhat lower for adults 45–64  years of age. Clearly, cognitive 
impairment with its resulting impacts on health and welfare is widespread and 
important to address.
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 Introduction

Cognition is one of the most important functions underlying individuals’ ability to 
perform most of tasks, thereby enabling independence and quality of life (QoL). 
Qualitative results indicate that older adults, rate cognitive function above most of 
their other capabilities (H Jimison et al. 2010). This should not be surprising as 
noted by philosophers some 500  years ago, cogito, ergo sum, (Plato, Rene 
Descartes, Meditations on First Philosophy) that our cognition defines our exis-
tence and identity. In fact, our cognition enables our perception, recognition, 
memory, attentional control, reasoning, decision-making and is therefore involved 
in most of our behaviors. Later in this chapter, we will discuss the large spectrum 
of cognitive functions ranging from high-level executive functions to their impli-
cation in the “simplest” repetitive, nearly automatic movements of one’s finger. 
The only behaviors that are not completely tied to cognition are purely reflexive 
and certain habitual behaviors.

Cognition is a significant determinant of our intellectual capacity and quality of 
life. Because of its importance, the assessment and understanding of cognitive func-
tionality have been the foci of many research initiatives and projects ranging from 
basic science to applied assessment. A recent report from the U.S.  Center for 
Disease Control (Taylor et al. 2018) included results showing that the prevalence of 
subjective cognitive decline in the U.S. was 11.1%, or 1 in 9 adults. It was slightly 
higher for adults 65  years and older (11.7%) and somewhat lower for adults 
45–64  years of age. Clearly, cognitive impairment with its resulting impacts on 
health and welfare is widespread and important to address.

Since the birth of experimental psychology in the realm of basic science, 
researchers have studied cognitive functions in well-controlled laboratory studies 
with participants trained to perform well-designed, sophisticated experimental para-
digms. These experimental efforts accumulated vast amounts of knowledge and 
understanding but, with notable exceptions, these results were frequently did not 
generalized to real-life situations. For a variety of mostly practical reasons, many of 
the rigorous theoretical frameworks and laboratory-based experimental assessment 
techniques and paradigms were rarely adopted in clinical settings (e.g., signal detec-
tion theory).

• Explain current and future cognitive assessment techniques and interven-
tion approaches.

• Compare the wide array of data acquisition techniques, including sensors 
available for monitoring health and cognitive states.

• Articulate computational modeling approaches for inferring patient cogni-
tive function from observed data collected using mobile and home sensors.

• Describe how computer games and interactions with technology can be 
used to cognitive function.

• Summarize the opportunities and challenges associated with monitoring 
cognitive health and associated sensing technologies.

H. Jimison et al.
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In the healthcare domain, there are several motivators for clinicians to be inter-
ested in the assessment of cognitive functions. From a practical point of view, 
understanding the everyday functioning of individuals is useful to gain insights 
into difficulties that affect the quality of life frequently due to deficits in cognitive 
functionality. This knowledge is especially important as the demographic in most 
countries comprises dramatically increasing proportions of older adults (National 
Institute on Aging 2022; Possin et  al. 2018; United Nations Department of 
Economic and Social Affairs Population Division 2019; US Census Bureau 2021). 
Everyday functioning encompassing daily functional activities such as hygiene, 
dressing (i.e., activities of daily living, ADL) as well as cooking, managing 
finances, driving (instrumental activities of daily living, IADL) all require certain 
levels of cognitive functioning. Informal assessments of the ability to perform 
ADLs and IADLs are often taken as indicators of cognitive and or physical decline. 
Unfortunately, these assessments, frequently based on self-reports and informant 
responses to questionnaires, provide only subjective measures that are corrupted by 
biases and distortions. To get more accurate assessments, clinicians often resort to 
neuropsychological tests that have been normed on large pools of participants. 
Although these instruments have been validated, their sensitivity and specificity are 
limited by the variability across populations in cultural background, socio-eco-
nomic status, native language, education, and prior experiences with assessment 
tests (De Santi et al. 2008). Since cognitive functions represent a significant com-
ponent of human neurological processes, it is possible to asses changes by monitor-
ing brain changes with imaging techniques such as MRI, but these techniques are 
also plagued by the variability among individuals and their functional cognitive 
performance (Dinse 2006; Driscoll et al. 2009).

Another issue associated with most of the cognitive measures is the sparsity of 
the assessments relative to the within and across subject variability. As it turns out, 
most of the variables associated with cognitive function have significant dynamics 
(variability over time)(Gamaldo et al. 2012) that motivated researchers and clini-
cians to consider collect and use intensive longitudinal data (ILD). A simultaneous 
realization of the need to assess ad model individuals leads to designs that enable 
the acquisition of individuals’ data over long periods of time (Hekler et al. 2019; 
Misha Pavel et al. 2016; M. Pavel et al. 2015).

While collecting ILD for individuals has been very challenging, recent advances 
in sensor technology, computation, data science, and artificial intelligence (AI) 
opened the opportunity to mitigate many of the shortcomings within the area of 
Digital Health. In the remainder of this chapter, we discuss several important topics 
underlying approaches to cognitive assessments, focusing on self-motivating com-
puter games. We will briefly review the most relevant cognitive processes and their 
relationship to observable behaviors that enable assessment. We then address the 
fundamental concepts of measurements and their application to cognitive function-
ality. We will discover that most measurements require assumptions that are best 
described and specified in terms of computational measurement models. We will 
then extend the notion of models and modeling to the domain of cognitive monitor-
ing. Equipped with the notions of measurement and computational modeling, we 
will describe ways that we can use streams of data from unobtrusive sensors and 
associated algorithms to.

8 Early Detection of Cognitive Decline Via Mobile and Home Sensors
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 Cognitive Processes and Related Behaviors

As noted above, cognitive competency comprises a multitude of mental processes 
that include memory and the ability to learn new things, judgment and decision- 
making, attention, problem-solving, linguistic functions, and even many perceptual 
processes necessary to recognize objects and relationships (Center for Disease 
Control and Prevention 2016). These processes are necessary to enable fluid intel-
ligence (solving novel problems) as well as crystalized intelligence  (knowledge)
(Cattell 1963). As noted above, cognitive competence is necessary for independence 
and high QoL at any age. Yet cognitive functionality is affected by many conditions 
ranging from chronic decline due to aging and non-communicative disease to 
adverse events such as traumatic brain injury, strokes or even complete anesthesia.

During most of the twentieth century, laboratory experiments and many clinical 
tests were developed to assess specific cognitive processes. Many of these tests are 
based on the assumption that using carefully designed paradigms enable clinicians 
to isolate and assess specific cognitive processes without regard to other, concurrent 
processes. Although this may be true by training the participants in the experiments, 
this independence assumption can be challenged in several ways. First, in almost 
every task assessing cognitive processes, the participants must perform in addition 
to the target cognitive task perceptual and motor task that appear to interfere. A clas-
sic example is the speed-accuracy tradeoff that can be interpreted as a competition 
for resources such as time. Another example is based on the observations that many 
of the results of these assessment procedures did not generalize to real-life situa-
tions (Katz et al. 2018) Although there are several possible explanations, one pos-
sible reason for the failure to generalize is that in real life, most people need to 
perform multiple functions simultaneously. We frequently talk while walking, have 
to recall from memory while paying attention to the traffic, etc. The results of sev-
eral recent dual tasks experiments suggest that performance on one task can fre-
quently interfere with another concurrent task (Beauchet et  al. 2005). These 
considerations led researchers to consider the conditions that govern the relation-
ship between performance on multiple tasks (Sperling and Dosher 1986). We will 
briefly address these notions in the section discussing attention.

 Memory

Human memory employing neurological processes that encode, store and retrieve 
information is not a single homogeneous process. Many experimental results sug-
gest that there are distinct types of memory that differ in the processes that underlie 
creating and accessing memories (Cowan 2008; Kadlec 2015). A simplified dia-
gram of the relationships among different types of memories is shown in Fig. 8.1. 
The memory types differ in the processes generating the memory traces, including 
independent variables such as time (short, long term, or prospective), information 
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Fig. 8.1 Graphical representation of various memory types after (Kadlec 2015)

types (objects, symbols, linguistic elements, procedures, etc.), sensory inputs (col-
ors, sounds, etc.). For the purpose of this discussion, an important aspect of the 
relationships among different types of memories is that aging significantly affects 
the short-term and working memories and thereby impairing the transition of infor-
mation to long-term memory.

Current memory assessments are typically focused on working memory and the 
transfer of information to long-term memory. For example, a typical test trial con-
sists of presenting a list of words to participants and asking them to recall them 
immediately or after another interposed task. Although this process addresses work-
ing memory and the transfer to long-term memory, it is somewhat artificial in that 
the participant has no interest in the meaning of the words.

 Attention

Attention represents the ability of human perceptual and cognitive systems to pro-
cess multiple sources of information (divided attention) or to concentrate on a par-
ticular task while ignoring most of other stimuli and events (focused attention). 
Although attention has been the subject of many research efforts over the last couple 
of centuries (James 1890), a modern interpretation of attentional control is typically 
described in terms of allocation of processing resources, for different views see 
(Anderson 2005; Sperling 1984). The illustration in Fig. 8.2 is an oversimplified 
view of different attentional processes controlling individual task performance by 
assigning perceptual, cognitive, and resources to each task. Multimodal inputs 
impinging on an individual are represented on the left side of Fig. 8.2. The first 
attentional “filter” may reduce the amount of processing allocated to different sen-
sory inputs. For example, while driving in heavy traffic, one may ignore any audi-
tory inputs. The next filter, represented by a set of parallel channels, designates 
processes in the cognitive domain; for example, one may perceive visual stimuli but 
not recognize their symbolic meaning. There is a certain limited capacity for each 

8 Early Detection of Cognitive Decline Via Mobile and Home Sensors
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Fig. 8.2 Capacity-limited performance of dual tasks represented in terms of information channels. 
The top blue channels are dedicated to walking, the bottom red are memory, and the remaining 
channels can be allocated by the attentional processes

process that cannot be allocated to other modalities, but the common channels are 
available to be shared among tasks.

Finally, one may determine the appropriate response, but another task (like driv-
ing) may require sensory-motor control. The allocation of processing resources is 
assumed to be controlled by the relative utility of each task (Sperling and Dosher 
1986). Important, high utility tasks are allocated more resources than low utility 
tasks. This dependence of performance on the relative task utility is particularly 
important in dual-task experiments. In a well-designed experiment, the experi-
menter would provide guidance to the participats’ internalization of each task utility.

Consider an experiment with two concurrent tasks, for example, walking fast and 
perhaps on a challenging terrain while performing cognitive task such as navigation 
(recognition of landmarks in a complex environment. If they pay full attention to the 
cognitive task, they will do well recognizing landmarks, but they will slow down 
their gait. As the experimenter increases the participants’ utility to the walking task, 
they will speed up but are more likely to miss their landmak targets. As the relative 
utility is shifted between the tasks, the performance follows the Performance 
Operating Characteristics shown in Fig. 8.3.(Navon and Gopher 1979; Sperling and 
Dosher 1986) The performance of each task is plotted on the corresponding coordi-
nate—Task 1 is indicated on the abscissa and Task 2 on the ordinate; a point repre-
sents the operating point selected by the participant to reflect a given set of relative 
utilities of the two tasks. The reader may notice that if the operating point is near the 
points R1 or R2 the cocncurrent task will only have a small effect. The key take- 
home message is that degree of observed interaction can only be well described by 
tracing out the entire curve.

Although these empirical curves are useful, it is important to consider its theo-
retical implications so that the qualitative results of “observed interference between 
tasks” can be used to estimate the individuals’ processing abilities associated with 
each task.

H. Jimison et al.



153

P
er

fo
rm

an
ce

 o
n 

N
av

ig
at

io
n R2

R1

AOC

Walking Performance

Resource Allocation

Cognitive

Cognitive

Cognitive king

Walking

Walking

0 1.0

0
1.

0
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Using the channel model, the performance tradeoff described by a POC can be 
represented by varying the allocation of channels between the two tasks. To illus-
trate the approach, let us assume that each of the M channels is a symmetric binary 
channel characterized by the probability q of correct transmission of a binary sym-
bol (designated by “1”) across the channel. Such a channel has information- theoretic 
channel capacity C given by the channel entropy H (q) (Cover and Thomas 2012), 
C = 1 − H(q) where entropy is computed as H(q) =  − q log (q) − (1 − q) log (1 − 
q) . Intuitively, channel capacity can be interpreted as the efficiency of a channel to 
transmit or process information. Suppose we assume that N of the M channels 
(where N < M) are allocated to Task 1 (e.g., walking); then M-N could be used to 
support the secondary task. Let us assume an ideal “performer” produces a response 
by maximizing the posterior probability of the correct response over all channels 
associated with a given task. In our example, if there are k outputs “1” in the N chan-
nels allocated to Task 1, the observer should respond “1” if.

 
π πq q q qk N k N k k1 1 1−( ) > −( ) −( )− −

 
(1)

where π is the prior probability of response (“1”). The results over a number of trials 
will enable us to estimate the POC curve shown in Fig. 8.4 Given the decision rule 
in Eq. (1), we can compute the threshold θ for k that satisfy the inequality for input 
symbol “1” as k > θ = [M − a(π)/a(p)]/2.where a(p) =  log [p/(1 − p)]is the logit 
function, and p > 0.5. The probability that the observer responds correctly on Task 
1 is given by the binomial distribution P(θ) = 1 − Binomial(θ, M, p). In practice, 
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with a large number of channels, we can simplify the calculation by approximating 
the binomial distribution by a Gaussian distribution.

The performance of a person on Task 2 is then given by the same equation with 
the number of remaining channels not used by Task 1, i.e., N-M. A particular POC 
curve is then specified by the two parameters N and p as M takes on values between 
1 and N. This simplest version of the resource allocation model captures the tradeoff 
by two parameters, M and p, but the data may require a more complex representa-
tion to capture various aspects of the data such as asymmetries between tasks. One 
way to capture asymmetries is to use different channel capacities for different tasks.

The important lessons from these analysis are similar as those from the signal 
detection and include:

 1. The need to measure performance on both tasks rather than only one so that it is 
possible to assess the relative allocation of attention

 2. Perform the task at multiple assignments of utility, i.e., the relative importance 
of each task.

 Measurement & Computational Modeling

Measurement is generally defined as the process of converting aspects of physical, 
neurological or behavioral “objects” to numerical quantities. To estimate an indi-
vidual’s BMI we must assess the their mass and height. Measuring height is the 
subject of extensive measurement (Charles and Pasupathi 2003; Krantz et al. 1971) 
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by directly comparing objects with known length to the height of a standing indi-
vidual. To measure their mass, however, is not that simple and is based on several 
mathematical models of physical phenomena. First, we convert mass to force using 
Newton’s law relating acceleration (gravity) to force. But measurement of force 
requires other physical laws that govern conversion between forces and more 
directly measurable quantities (using a balance or Hooke’s law). In this simple 
example we illustrated how measurement of unobservable or difficult to observe 
phenomena can be implemented by using known relationships that transform the 
unobservable quantities to observable and measurable.

Physical measurements can be frequently relized because we know the underly-
ing modeling components, such as Newton’s laws. This is frequently not the case in 
psychology and even physiology. In medicine, for example, clinician would like to 
assess the state of the patient’s heart and the state of their cardiovascular system, but 
she may only be able to measure the blood pressure. In this situation we need to 
empirically estimate the transformations between the blood pressure and the block-
age of the vessels.

An example relevant to continuous monitoring is the assessment of impact of a 
persons weight on their health status. Noticing that a higher heavier individuals had 
lower life expectancy, insurance companies in the first half of 20th century used the 
ratio Q = M/H to assess predict the life expectancy where M is mass in kilograms 
and H is the height in meters. The ratio Q was taken as the measure of people’s fit-
ness. Subsequently this measure found to underestimate life exptancy of taller peo-
ple and new formulas were derived taking into account the three-dimensional nature 
of human body by modifying the expression for q = M/H3 which overestimated the 
health status. After more empirical investigation, realizing that fat does not accumu-
late uniformly over the body, the exponent was reduced to the current definition of 
BMI, i.e. BMI = M/H2 (Nuttall 2015; Romero-Corral et  al. 2008) approximately 
reflecting the distribution of fat over a human body.

BMI has been used as a measure of health status or at least the proportion of fat. 
Although the validity of this measurement model is still scrutinized (Nuttall 2015), 
it is an example of a measurement model that is continuously improving as we 
gather more data combined with knowledge of physics physiology and the relation-
ship of adipose to health.

The main point of this brief discussion is that any quantification or measurement 
requires a model that relates the properties to be measured to the outputs of the 
measuring instrument. This is particularly important in psychology, where many of 
the measured phenomena are represented by latent variables, and the only way to 
assess them (other than physiological measurements) are behavioral responses. 
Examples of the quantitative outputs include responses to questionnaires and Likert 
scales as well as performance on behavioral tasks such as walking, typing or draw-
ing. Based on our brief description of the performance operating curve, computa-
tional models of measurement should include contextual variables such as the 
subjective utility allocated to a given task. For instance, if an individual is focusing 
on their health state, they may not allocate as much attention to the memory task 
they face in a clinic. Inferring these contextual aspects of the measurement process 
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is essential during the interpretation of the results and may account for a significant 
proportion of the variability.

 Computer-Based Assessment of Cognitive Function

The approach to the traditional assessment of cognitive functions has been frag-
mented so that decions on the type of assessment are difficult and frequently subop-
timal. A 2011 survey of 25 European countries found over 200 neuropsychological 
instruments used in those countries to assess dementia in clinical practice (Maruta 
et al. 2011). The choice of the assessment instruments typically depends on contex-
tual factors such as the effort required to administer the tests, the cost, and on the 
clinician’s experiences and training. Another important shortcoming of the typical 
paper-and-pencil test is the lack of adaptability to individuals’ levels of performance 
resulting in significant ceiling and floor effects (Hessl et al. 2016). One of the fre-
quently used test is the mini-mental state examination (MMSE) which is very sim-
ple and fast but insensitive (Brainin et al. 2015), culturally biased, and cannot be 
administered repeatedly without significant practice results. Moreover MMSE does 
not leverage most of the insights and advances in psychological science underlying 
assessment of cognitive and executive functions.

During the last several decades, clinicians and researchers recognized many of 
the limitations of even the best traditional pen-and-paper tests including lack of 
standardization of test administration, inability to accurately measure response 
latencies, lack of adaptability to individuals, and difficulties in detecting trends over 
time. The detection of variability and trends is hampered by the fact that repeated 
applications of the same paper-and-pencil test introduces biases and distortions 
trough practice effects. These shortcomings are particularly important for measure-
ment targeting older adults since the dynamics of cognitive changes and the vari-
ability are important aspects of the assessment.

The advances in computer technology provided the opportunity to develop many 
computerized tests, but only a small portion of these tests are based on rigorous 
theoretical frameworks. See (Wild et  al. 2008) for an early review of computer- 
based testing (CBT). Most of the CBTs are designed to reproduce as closely as 
possible the paper-and-pencil versions without taking advantage of the computer 
capability. A subset of these tests, however, do take advantage of the flexibility of 
the computing environment and are able to make two important modifications: (1) 
randomize aspects of the task so the same type of tests can be used repeatedly and 
(2) adapt the difficulty of the test to the capabilities of the individual participants. In 
this way, they are able to assess a wider ranges of the functionality without censor-
ing due to the ceiling and floor effects. Perhaps the best known set of tests is the 
validated NIH Toolbox Cognitive Battery (NIH-TBC) (Hessl et  al. 2016). These 
tests improve the uniformity of the test administration and scoring although there 
are still many unresolved issues (Maruta et al. 2011) .
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Although these tests represent significant improvement vis a vis the paper and 
pencil tests, they fail to provide motivations for the participants to use them fre-
quently enough to assess the variability of the cognitive abilities. As we noted ear-
lier, variability over time is likely to be more important in early detection than the 
average performance. To rectify this problem, it is useful to turn to computer games 
that require cognitive abilities and executive function since hey provide the much 
needed internal motivation.

 Assessment Using Computer Games

Computer games can alleviate many of the issues raised in the previous sections. 
Games are generally designed to be motivating for the participants to play fre-
quently so that the game makers have a large volume. The motivation is also useful 
for the clinicians and researchers to collect large amounts of densely sampled lon-
gitudinal data. The difficulty of each game can be adapted to track the instantaneous 
skills of individuals, maintaining their successful performance while collecting use-
ful data. Games are frequently considered to be promising training instruments to 
maintain and enhance the abilities of aging people (National Academies of Sciences, 
Engineering, and Medicine, 2017) but they often fail to make measurable generaliz-
able differences. We therefore focus on using games for assessment.

Although this adaptive tracking of users’ performance is useful in encouraging 
improvements as the difficulty increases, the game’s actual score is likely not to 
reflect the level of the associated cognitive functionality. Therefore, for assessment 
purposes, it is necessary to develop computational models of each game that include 
the changing game difficulty to quantify the players’ ability.

 Metrics of Cognition

As examples of using user interactions with computer games to assess cognitive 
function, we describe our experiences in designing and evaluating computer games 
for older adults for this purpose. In the early design process we first conducted focus 
groups and surveys to discover which computer games were most popular and 
enjoyable for older adults, given that it would be critical to have users play the 
games repeatedly over time. Then from this information we chose the metrics asso-
ciated with each game based on computational models of basic cognitive processes 
associated with the neuropsychological tests. This process resulted in the selection 
and reworking of nine popular cognitive computer games. Table 8.1 describes the 
cognitive performance variables we measure with our nine adaptive computer 
games. The first column defines the variables and the second column describes the 
measurement method.
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Table 8.1 Methods for measuring cognitive variables. Adapted from Jimison et al. (2008). Home- 
based cognitive monitoring using embedded measures of verbal fluency in a computer word game. 
Conf Proc IEEE Eng Med Biol Soc, 2008, 3312–3315. ©2008 IEEE.

Component definition Measurable aspects and test

Visual perception – Converts physical signal to 
internal representations

Psychophysics of visual detection, 
discrimination and categorization

Visual scan – Extracting information from the 
display

Situational awareness

Visual search – finding a specific target Target detection
Mental rotation – ability to reason about two or 
three dimensional objects in different orientations

Performance on same/different tasks for 
rotated images of 2D and 3D objects

Working memory – ability to store and retrieve 
information to accomplish a short-term task

Probability of correct answers to questions 
pertaining to stimuli or situations within 
seconds and minutes

Long-term memory – access to sustained items in 
memory

Probability of correctly retrieving item from 
previous knowledge

Selective attention – ability to ignore irrelevant 
inputs,
Features, goals and responses

Decline in performance due to introduction 
of a distracting stimuli or dual tasks

Divided attention – ability to simultaneously 
process information from multiple sources

Performance on dual tasks as a function of 
the utilities and probabilities of the tasks

Vigilance – ability to maintain best possible 
performance over time

Change in performance as measured by 
sensitivity and bias over long period of time 
with rare stimuli

Phonemic fluency – ability to recall words under 
phonemic constraints (letters, length, etc)

Performance measured by the number of 
words generated

Semantic fluency – ability to recall words under 
semantic constraints (categories)

Performance measured by the number of 
words generated

Executive function – supervisory control, ability 
to allocate resources, deploy strategies, allocate 
priorities to processes

Performance following change in task 
contexts or objectives, planning performance

Motor speed – ability to generate and control 
movements quickly and accurately

Speed, accuracy, and repeatability of 
movements

 Game Development

Our project on cognitive monitoring with in-home computer games consisted of 
three phases: (1) a needs assessment, (2) game infrastructure and the development 
of embedded cognitive metrics, and (3) evaluation. For the needs assessment we 
used focus groups and surveys to define older adult preferences for computer 
game applications and potential barriers to computer use (H.  B. Jimison et  al. 
2007) to determine a set of 15 possible game activities. We then performed a cog-
nitive task analysis on each of the games to characterize its appropriateness for 
providing information on one of the cognitive dimensions from standard cognitive 
tests. Our resulting set of nine interactive cognitive computer games measure most 
aspects of the standard neuropsychological tests, while still being engaging 
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enough to play on a routine basis so that we could take frequent measures and 
detect within-user trends.

 Measure of Verbal Fluency

Two of our computer games have fairly direct measures of verbal fluency (ability to 
generate a class of words within time constraints). Figure 8.5 shows a word jumble 
game, where the user is challenged to create as many words a possible from a 
scrambled set of seven letters. The simple measure of rate of word generation in this 
game most directly corresponds to standard measures of verbal fluency. However, 
we also measure the word complexity of the generated words. Our complexity mea-
sure is related to the entropy and orthographic complexity of the words generated by 
the user, and defined as h(w) = − [log p(w) + log q(w)], where p corresponds to the 
word frequency and q to the frequency of the bigrams within the word in the English 
language (greater rare word usage corresponding to higher cognitive function). As 
with all of our games the embedded cognitive metrics, in this case a verbal fluency 
metric) are different from the game score used to motivate play.

Fig. 8.5 Screen shot of a computer game for measuring verbal fluency. Adapted from Jimison 
et al. (2008). Home-based cognitive monitoring using embedded measures of verbal fluency in a 
computer word game. Conf Proc IEEE Eng Med Biol Soc, 2008, 3312–3315. ©2008 IEEE
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 Measure of Executive Function

Most of the computer games we have created require multiple cognitive processes and 
yield multiple measures of cognitive performance, reflecting the nature of everyday 
tasks. As an example of a game that is closely related to one of the neuropsychological 
tests, and at the same time measures a combination of multiple processes, is our adap-
tation of the standard Trail Making Test into a game (shown in Fig. 8.6). The Trail 
Making Test requires subjects to connect a sequence of numbered circles as quickly 
as possible, and then connect a sequence of alternating numbers and letters (e.g., 1, A, 
2, B, 3, C…). This process of set switching (from numbers to letters) requires mem-
ory, visual search, motor speed, divided attention, and mental flexibility. Standard test 
scores only reflect overall timing and number of errors for this test—a two dimen-
sional representation of the complex processes. In our game environment, we are able 
to measure each move and model the performance dependent on the complexity of the 
search. In addition, we can measure the incremental effects of changing the complex-
ity of the task. For example, measuring an individual subject’s speed in following a 
single highlighted target with the mouse device provides a baseline measure of motor 
speed. Following the sequence of numbers requires a combination of working mem-
ory and visual search. However, adding distracters to the task allows us to measure the 
effect of visual search without changing the memory requirement. The time differ-
ence in progressing to the task of set switching between numbers and letters is indica-
tive of the relative cognitive difficulty of tracking two simultaneous sequences.

Our model of executive function using the user interactions with this game 
decomposes a move into a sequence of three statistically independent stages: (1) the 
recall & update stage during which the subject calls to mind the next target in the 
search string; (2) the search stage during which the subject searches among the 
unselected targets game board to locate the current target; and (3) the motor stage 
during which the subject moves the mouse or pen to the located target to select it. 

Fig. 8.6 Screen shot of a 
cognitive computer game 
based on the Trail Making 
Test of executive function. 
Adapted from Hagler et al. 
(2014). Assessing 
executive function using a 
computer game: 
Computational modeling 
of cognitive processes. 
IEEE Journal of 
Biomedical and Health 
Informatics, 18(4), 
1442–1452. ©2014 IEEE
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The statistical independence is based on the idea that each stage is affected by dif-
ferent aspects of the task and that the effect is limited to that stage. We expect that 
the duration of the recall & update stage would vary with the type of the search 
string (i.e., it should take a different amount of time to recall the next target when 
the search string is purely alphabetic or numeric as opposed to an alphanumeric 
search string). The duration of the search stage should depend on the number of 
additional distractors and unselected targets on the board, with the time spent in 
search decreasing on average as the subject moves to the end of the round (Hagler 
et al. 2014) Finally, the length of the motor stage should depend only on the distance 
on the board from the previously selected target to the new target—assuming that 
the target size is constant.

Figure 8.9 shows the results of our validation of this model of executive function. 
Thirty older adults (25 female and 5 male, average age 80 ± 6.0 years, average level of 
education 15 ± 2.7 years, MMSE = 28 ± 1.1, ADL = 0.071 ± 0.30) participated in a 
1 year study in which a set of computer games that included Savenger Hunt was placed 
into their homes. The results shown in Fig. 8.7 indicate very strong correspondence 
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function using a computer game: Computational modeling of cognitive processes. IEEE Journal of 
Biomedical and Health Informatics, 18(4), 1442–1452. ©2014 IEEE
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Fig. 8.8 Two screenshots from “21 Tally” used to measure divided attention. Left: stimulus, dis-
played for a certain duration based on the participant’s previous correct or incorrect responses. 
Right: awaiting response, in which the participant could see card placement but nothing else. 
Adapted from McKanna et al. (2009). Divided attention in computer game play: analysis utilizing 
unobtrusive health monitoring. Conf Proc IEEE Eng Med Biol Soc, 2009, 6247–6250. ©2009 IEEE

between scores on a conventional Trail Making Test of executive function and our 
estimates on how each individual would score based on their game performance.

 Measure of Divided Attention

Attention (including both focused and divided attention) is critical for almost every 
cognitive action we take. Focused, or selective, attention can be thought of as the 
ability to focus on a single relevant stimulus, or a single stream of such stimuli, 
while excluding other (less relevant) stimuli. Without this skill, cognition would 
quickly be overwhelmed by the simple amount of stimuli present in the environ-
ment, and we would be unable to function. Divided attention describes the ability to 
attend to multiple tasks, or multiple parts of a task, either simultaneously or by 
switching back and forth fast enough that the measurable effect is the same. We 
developed a game called 21 Tally (see Fig. 8.8), which is a puzzle game involving 
blackjack played in two dimensions simultaneously. A player is shown a four-by- 
four board containing a certain number of cards and empty spaces, and must decide 
in which of these empty spaces to place the next card in the deck, shown off to the 
bottom-left of the board (as in Fig. 8.6). When this next card is played, rows and 
columns totaling 21 will score positively, while those summing to more than 21 will 
score negatively (bust). Thus, for each new board, the player attempts to obtain as 
many totals of 21 in rows and columns as possible while receiving as few over-21 s 
(busts) as possible. New boards are shown for a certain period of time (the “stimulus 
period”), as in the left side of Fig. 8.6, after which they are flipped face-down (as in 
the right side) to await player response (McKanna et al. 2009). During the game 
testing we used algorithm-generated boards that were designed to emphasize divided 
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Fig. 8.9 Screen shot on a computer game used to assess working memory. Adapted from Jimison 
et al. (2007). A neural informatics approach to cognitive assessment and monitoring. Proceedings 
of the third International IEEE EMBS Conference on Neural Engineering, 696–699. ©2007 IEEE

attention; specifically, each one had equal numbers of cards and empty spaces (eight 
each), contained no aces (to avoid confusion between scores of 1 and 11), had only 
one best answer, and required decisions in one or both directions. The stimulus 
period was varied utilizing a staircase algorithm to determine the point at which 
participants could answer 50% of the boards correctly. Comparing the performance 
of participants across age groups on the 21 Tally game and the standard Useful 
Field-of-View test of divided attention, varying the difficulty of each individual task 
independently, we found a large correlation (Pearson’s r = 0.89) between the mag-
nitude of the interaction between the two tasks as difficulty increased in each.

 Measure of Working Memory

Although many of the cognitive computer games and standard tests involve short- 
term and working memory we rely on one game in particular to provide us with a 
more direct measure of working memory. For this game, we adapted the standard 
card game of Concentration, as shown in Fig.  8.9. Users must remember the 
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location of various cards they select (turn over to view the face of the card) and then 
match pairs. Game difficulty is adapted based on number of cards and the cognitive 
difficulty of the matches. These range from simple shape and color matches to cog-
nitively more difficult matches, such as matching a digital clock time with the ana-
logue picture equivalent. The model of the cognitive performance on this game is 
based on a “leaky” memory buffer. The average “life expectancy” of the items in the 
memory buffer derived from a survival function is used to characterize the working 
memory size. The derivation of this measure is based on the concept of a hypotheti-
cal memory buffer for an ideal player. For example, a card that has been seen at a 
given location would enter the buffer and remain there until its match would be 
uncovered. When the matching cards are removed from the board, the correspond-
ing cards are dropped from the buffer. Using this approach to the analysis, it is pos-
sible to determine the maximum and average buffer sizes required for perfect 
performance. We then normalize the observed average memory buffer size for an 
individual player to obtain a metric of memory.

The actual working memory performance is characterized by a leaky buffer in 
which each item’s state can be described by modeling the probability of forgetting 
at each stage. Although the actual values of the transition probabilities must be 
determined empirically for each individual, the probability that a card seen t moves 
ago remains in memory can be well approximated by a Weilbull distribution of the 
form P(t) =  Pr {Recal; t} =  exp ((−t/v)k), where ν and k are parameters. An inter-
esting aspect of this formulation is analogous to survival analysis in that the depen-
dence of the forgetting parameters 1 − pt on t can be described by the corresponding 
hazard function that indicates the probability of forgetting an item at time (or move 
number) t given that it has been in memory until time t. For example, if all the 
probabilities pt were identical, the forgetting curve would be exponential, and the 
hazard function would be constant. Prior to an attempt to use this model to charac-
terize individual players, it is necessary to consider responses that are due to guess-
ing rather than remembering. For example, if there are three cards left on the board, 
the correct card can be chosen by chance with probability 1/3. To correct for this 
type of chance effect, we need incorporate a model for guessing 
Q(t, n) = gn + (1 − gn)P(t) P(t) where n represents the state of the board and $g_n$ 
is the chance of being correct by chance. In practice, the estimation of Q(t, n) may 
require a more sophisticated analysis, as the player may remember some of the 
cards, and the probability of randomly choosing the correct card may be P n guess 
n ( ) > 1 .

In order to demonstrate the model-based approach described above, we asked 30 
older adults (25 female and 5 male, age 80 ± 6.0 years) to participate in longitudinal 
study by playing computer games using their home computers (Jimison et al. 2004; 
Jimison et al. 2007). Following informed consent and a series of neuropsychologi-
cal tests, the enrolled participants were encouraged to play as many games as they 
could over a period of 1 year. The neuropsychological tests were repeated at the end 
of 6 months and then again at the end of the year. We restricted our data analysis to 
those participants who played at least a minimum number of rounds throughout the 
monitoring period. This reduced the cohort to 19 individuals.
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As an example, Fig. 8.10 shows the probability of a particular participant recall-
ing a card after the number of intervening events (card flips) shown on the abscissa 
and the corresponding Weibull fit. The buffer size derived from the parametric rep-
resentation of the Weibull fit for this participant is 3.0 cards, and the individual’s 
hazard function is approximately constant, suggesting that an exponential model 
would also account for the data. By monitoring and tracking changes in this esti-
mated working memory buffer length for an individual over time we are able to 
detect within-subject trends that may be useful in providing earlier detection and 
intervention.

 Summary Model of Cognitive Assessments

We conducted a study with 30 elderly computer users in their homes over a period 
of 1 year to collect cognitive game metrics and compare the results to standard neu-
ropsychological tests. The mean age of these subjects was 81.3 ± 6.6 years. They 
had an average level of 14.6 ± 2.7 years of education, and most were female (79%). 
We assessed their cognitive status using a standard neuropsychological test battery 
at baseline, 3 months, 6 months and 1 year. At all points in time we found that none 
of the participants had mild cognitive impairment, as determined by a self-report 
version of the Clinical Dementia Rating. Similarly, all Mini Mental Status Exams 
(MMSE) continued to be within normal range (all were 27–30). The depression 
scores, as measured by the CESD-10 depression scale all fell within the normal 
range (all scores were ≤ 5). We used the following tests to measure specific dimen-
sions of cognitive performance to use as a standard for testing our cognitive metrics:
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• Verbal Fluency (letter and semantic)
• Word-List Acquisition
• Word list Recognition
• Trail-Making Test
• Symbol Digit Modalities Test
• Digit Span
• Block Design
• Boston Naming Test
• Picture Completion Test

Overall, subjects continued to play the computer games frequently throughout the 
study. We used a factor-analytic approach to decompose the set of cognitive skills, 
see Fig. 8.11. There were clear patterns, however, where most subjects would only 
play a subset of the games regularly. Early on we discovered that it was important 
to intervene with messages to encourage the use of all of the games, in order to have 
complete cognitive assessments. In fact, we have since developed a coaching plat-
form for delivering the games as part of a cognitive health coaching intervention 
with weekly contact with all participants. The resulting monitoring data from users’ 
game performance and the neuropsychological test scores at four points in time 
allowed us to develop a model for developing metrics within each game and for 
developing a model of the correspondence between each participant’s performance 
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Fig. 8.11 Diagram representing a factor analytic approach to relating computer game perfor-
mance to the standard neuropsychological tests. Jimison HB (2010). ©2007 IEEE
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on the cognitive computer games and the participant’s performance on our standard 
battery of neuropsychological tests.

 Differential Privacy and Federated Learning

The availability of data acquisition approaches in recent years stimulated concerns 
about data security and privacy violations resulting in the emergence of new research 
and technological developments focused on data privacy. Differential Privacy and 
Federated Learning are two approaches that enable using individual-level data in 
training and deploying machine learning algorithms while maintaining individual 
privacy.

Let us consider the following example. We are interested in testing whether 
ceteris paribus decreased cognitive abilities predict increased use of ride-hailing 
services among patients with mild cognitive impairment (MCI). We think this 
hypothesis may be true because patients with reduced cognitive ability would have 
difficulty performing daily tasks on time. Therefore, to avoid being late, the patients 
would use Uber or Lift to get to work and medical appointments more often.

To develop a predictive model and test the hypothesis, the app could send all 
recorded data to a server, where it would be stored with patients’ names replaced by 
subject IDs, as is typical in many research projects. However, from a privacy point 
of view, this approach has a significant flaw. If the data ever become public, combin-
ing it with a third-party dataset can be used to identify patients. (Importantly, 
research data can become public not only due to security breaches but also by sim-
ply publishing it as is required by an increased number of academic journals.) In 
their paper, Narayanan and Shmatikov showed that they were able to uniquely iden-
tify 99% of subscriber records in a “de- identified” dataset published intentionally 
by Netflix, simply by joining these data with public Internet Movie Database 
(IMDb) ratings. In our example, any person with access to Uber or Lift’s user data 
could easily identify patients by combining our dataset with users’ ride history. 
Federated Learning and Differential Privacy were developed to address this and 
similar issues.

A dataset is considered Differentially Private if removing any individual from it 
does not meaningfully change the patterns existing in the data. For this characteris-
tic to hold true, no individual in the data can be substantially different from others. 
If this is the case, then the risk of patient reidentification is substantially reduced. 
While the development of algorithms to ensure Differential Privacy is an active area 
of highly technical research, the general idea behind them is relatively intuitive. 
Broadly speaking, to reduce individuals’ distinguishability from others, we can add 
noise to each patient’s data, using the Laplace mechanism or response randomiza-
tion, in such a manner that (a) the noise across all patients either cancels out or 
makes an insignificant impact on the estimated predictive model and (b) the noise 
cannot be removed using existing filtering methods. When applicable, patients’ pri-
vacy can be further protected by using algorithms to identify and discard specific 
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identifying data, e.g., age, or replacing raw values with broader categories, e.g., 
age range.

Federated Learning shifts the location of where a predictive model is trained on 
user data. Instead of training it on all patient data in a central location, e.g., our 
study server, separate instances of the model are trained on patients’ smartphones 
such that each instance is trained on data of a single individual. It is only the param-
eters of the trained model that are sent back to the server, where they are averaged 
with parameters of other individuals’ models. Patients’ data never leaves their 
devices and can be deleted after model training, thus practically eliminating the risk 
of ever becoming public. Additional methods are being developed to improve this 
approach’s effectiveness further.

 Conclusions and Future Work

We have described several principles and metrics for measuring cognitive function 
in real time in a home environment, as well as mechanisms to ensure the privacy and 
security of cognitive monitoring data. Although the examples from our work show 
promising opportunities, there remains much to be done in several key areas. First, 
our ability to develop effective computational models characterizing behaviors in 
the wild is in its early stages. Advances are required in the development of new 
computational frameworks to capture the complexities, uncertainties, and most 
importantly, dynamics inherent in the behavioral informatics approach (Hekler 
et al. 2016). Closely related is the need to capture and characterize contextual infor-
mation and its effect on the monitoring results. In addition to the rapid advances in 
monitoring behaviors, similar advances in monitoring physiological metrics are 
beginning to open the possibility of inferring instantaneous affective states of indi-
viduals and assessing their effects on cognitive functions. The ability to infer instan-
taneous cognitive and affective states in the wild also opens the possibility for 
interventions that would amplify an individual’s cognitive abilities. Steps along this 
line of research include work on augmented cognition. Similar advances are 
expected in precision education and training with a combination of behavioral and 
physiological interventions, such as transcranial current stimulation.
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 Introduction

People living with cancer and its associated treatments can experience important 
physical, psychological, and social burdens. Furthermore, these burdens compro-
mise health-related quality of life (HRQoL) not only of individuals living with can-
cer but also their caregivers. Objective quantitative assessment of these health-related 
domains is sparse in oncology due to key factors such as the lack of patient- generated 
data and limitations in traditional assessment methods (e.g., questionnaires). In this 
chapter, we provide an overview of the current practices and trends in real- world 
data (RWD) collection from longitudinal patient observations in routine cancer 
care. In addition, data science methods that can be applied to gain insights from the 
data will be reviewed so that it can be leveraged to provide real-world evidence 
(RWE) that can further inform the development and update of clinical practice 
guidelines (CPGs) in the oncology domain.

We discuss the growing interest in gathering patient-generated longitudinal infor-
mation about context-specific cognitive and behavioral patient experiences. This 
includes biometric, psychometric, and other patient-reported outcome measure-
ments (PROMs) and patient-reported experience measurements (PREMs) relevant 
across the patient journey, and how consumer-grade health and wellness devices and 
wearables are fueling this trend. At this point, it should be brought into the discus-
sion how the management and analysis of these large, heterogeneous datasets, and 
its derived implications, is lately being addressed by an emerging field of research 
under the umbrella term of exposome informatics (Martin Sanchez et al. 2014a).

The initial shift from fee-for-service to value-based care schemas in oncological 
healthcare delivery is also promoting the use of PROMs and PREMs to better mea-
sure the real impact that clinical interventions have on patients’ HRQoL, beyond the 
traditional clinical outcomes of such interventions. This shift also promotes the con-
tinuous improvement of quality-of-care delivery and, when combined with the lat-
est trends and applications in health technology and informatics, it opens the door 
to the implementation of learning healthcare systems.

Finally, we close the chapter with a discussion about the types of questions posed 
by policymakers and regulatory bodies for the real-world deployment and imple-
mentation of strategies to foster a patient-generated data grounding for care deliv-
ery. These challenges arise mainly from the Food and Drug Administration (FDA) 
in the United States and the Medical Device Regulation (MDR) recently approved 
by the European Commission.

• To describe the concepts of learning healthcare system and value- based care.
• To identify current regulatory issues for a real-world implementation of 

using patient-generated data in personalized care and ongoing actions to 
overcome them.
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 Current Practices and Trends about RWD collection 
in Routine Cancer Care

 Overview of CPG in Cancer Care

A Clinical Practice Guideline (CPG) is a set of recommendations on how to diag-
nose and treat a medical condition, summarizing the most updated medical knowl-
edge and supporting them with the scientific evidence behind those recommendations. 
They are meant to ensure that patients receive the appropriate care at every stage of 
the disease journey, and therefore they are written for doctors and healthcare provid-
ers. They serve as a framework for clinical decisions and supporting best practices, 
but they are not legally binding and must be adapted to the limitations and strengths 
of each setting and country.

Recently, CPGs coming from internationally recognized organizations have also 
included recommendations concerning follow-up care, psychosocial support and 
rehabilitation for cancer patients, as well as guidelines for patients and their caregiv-
ers, aiming to assist them in other practical and emotional issues related to living 
with cancer and treatments. Furthermore, cancer patients, their caregivers and 
patient advocacy groups are now more than ever working to ensure that patients 
receive appropriate care that not only focus on traditional survival outcomes, but 
also on a broader concept of the cancer experience. It is within this more holistic 
and multidimensional view of cancer care that the quality of life (QoL), PROMs and 
PREMs have emerged as important endpoints that matter to people with cancer.

Some authors have shown that lung cancer patients have a lower risk of mortality 
when they have a higher QoL prior to radiation therapy (Nieto-Guerrero Gomez 
et al. 2020). Quality of life scores towards the beginning of treatment and resulting 
changes in those scores may anticipate the survival term independently of the treat-
ment. Unfortunately, besides the traditional and indispensable documentation of 
medical history and the continuity of care that provides clinicians with the signs and 
symptoms through the disease course, there is not a unique, established method for 
assessing the QoL of cancer patients in routine care, nor have the PROMs and 
PREMs been formally included in patient’s records. Interestingly, modern clinical 
trial designs seeking the approval of new drugs currently include extensive assess-
ments of the patient’s QoL and functionality as important outcome variables, with 
multiple questionnaires that aim to score many aspects of the patient experience. 
The report of these QoL measurements in trials covers only the intervention period 
and are usually taken during the clinical encounters and, therefore, they leave just a 
snapshot or short-lived information of how the patient’s QoL really is.

The Electronic Health Record (EHR) is the standard repository of any patient 
data used in most developed countries and has shown to improve quality of health-
care in multiple ways (Campanella et al. 2016) and to be feasible for evaluating the 
quality of cancer care (Caldarella et al. 2012). EHR systems can also integrate all 
kinds of patient-generated data that can be utilized in many ways, retrospectively or 
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prospectively, for the benefit of the patient care and research. Of special interest is 
the ability that this integration provides for the remote monitoring of QoL, symp-
toms and the toxicities derived from the treatment of cancer. In summary, EHRs are 
currently the most important sources for obtaining RWE of the effects of any medi-
cal intervention (Garrison Jr et al. 2007), and a powerful tool to augment and speed 
up the identification of patient needs but often lack dat from patients lifestyle and 
behaviors due lack of integration with mobile applications and wearables.

What constitutes the minimum clinical data to be obtained from the clinical 
encounter or directly from the patients is an important field of study. In an effort to 
advance cancer data sharing and improve the quality and coordination of patient 
care, the American Society of Clinical Oncology (ASCO) has partnered with other 
organizations to develop the mCODE (Minimal Common Oncology Data Elements) 
for establishing a core set of structured data elements for oncology EHRs (Anon. 
n.d.-a). This initiative will contribute to analyze not only patients and populations, 
but also cancer practices to improve treatments and the full patient experience. 
Equipped with this knowledge, an immense opportunity for clinical interventions 
(physical, psychological, social) opens up, tailoring interventions to outcomes that 
actually matter the most to people with cancer.

 Current Practices on RWD Collection across 
the Patient Journey

National health systems usually provide guidelines for collecting datasets useful to 
support the management of the oncological patient across the patient journey based 
on recommendations released by scientific and professional organizations such as 
ASCO and the National Cancer Comprehensive Network (NCCN), among others.

As an example, in the UK, Public Health England (PHE) encourages oncology 
specialists to follow the recommendations derived from the Cancer Outcomes and 
Services Dataset (COSD), which is the national standard for reporting cancer in the 
NHS in England since January 2013. The COSD specifies the items to be submitted 
electronically by service providers to the National Cancer Registration and Analysis 
Service (NCRAS) on a monthly basis. This registry, which is revised and updated 
yearly, addresses the collection of data related to cancer incidence, mortality, sur-
vival, prevalence, routes to diagnosis, stage at diagnosis, treatment (radiotherapy, 
chemotherapy, etc.), and timings of the oncology care delivery process to support 
service provision and commissioning in the NHS, clinical audits, and public health 
and epidemiological research (Anon. n.d.-b).

Some PROMs are increasingly being implemented into the routine care of 
patients with cancer, as the scientific evidence backs its positive impact on health 
outcomes. A study conducted by Kelleher et  al. (Kelleher et  al. 2016) aimed to 
examine how the PROMs of self-efficacy for pain and other symptoms assessed at 
the point of service were associated with pain, symptom severity and distress, and 
physical and psychosocial functioning in a cohort of breast and gastrointestinal can-
cer patients. Their results suggested that self-efficacy for pain and symptom 
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management may be a beneficial addition to clinic-based PROM assessment batter-
ies for patients with cancer and other chronic diseases.

Regarding clinical research in oncology, data collection instruments usually 
include questionnaire surveys and patient self-reported data, use of proxy/informant 
information, hospital and ambulatory medical records, and analysis of biologic 
materials (Saczynski et al. 2013). Nevertheless, an approach addressing the system-
atic collection of longitudinal patient-generated data in oncology routine care has 
not been implemented yet in a real-world setting.

 Use of Other Tools for Longitudinal Patient Data Collection

Besides the current practices on RWD collection across the patient journey dis-
cussed in the previous section, other data sources should be considered to fulfil the 
HRQoL assessment needs of patients and caregivers regarding perceived quality of 
care, symptom management and other outcomes relevant for the subject of care.

The use of PROMs and PREMs are deemed as a suitable tool to put the patient 
at the center of the care process.

The key aspect of these tools is that they enable to self-report the perceived status 
on different HRQoL domains. It should be noted that the standardization of the 
psychometric development process is quite recent and mainly led by specific initia-
tives such as the COnsensus-based Standards for the selection of health Measurement 
Instruments (COSMIN) initiative (Mokkink et al. 2018) (https://www.cosmin.nl/), 
the International Consortium for Health Outcomes Measurement (ICHOM) (http://
www.ichom.org/), or the work published by the International Society for 
Pharmacoeconomics and Outcomes Research (ISPOR) (Rothman et al. 2009; Coons 

Definitions
• PROMs: Psychometric tools (e.g., questionnaires) that measure patients’ 

views of e.g. health status, perceived level of impairment, disability, or 
health-related quality of life. PROMs are a means of measuring clinical 
effectiveness and safety. PROMs can be classified as either generic or dis-
ease specific.

• PREMs: PREMs are psychometric tools that measure patients’ views of 
their experience whilst receiving care. They are an indicator of the quality 
of patient care, although do not measure it directly. PREMs look at the 
impact of the process of the care on the patient’s experience e.g. commu-
nication and timeliness of assistance. PREMs can be classified as either 
relational (identify patients’ experience of their relationships during treat-
ment, e.g. did they feel listened to) or functional (examine more practical 
issues, such as the facilities available). PREMs measure whether patients 
have experienced certain care processes rather than their satisfaction with 
the care received (which may be subject to bias).
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Fig. 9.1 Screenshots of the Manage My Pain app to collect patient-reported outcomes (Bhatia 
et al. 2021)

et al. 2009). As such, it is paramount that PROMs and PREMs that are considered 
for use in clinical practice and/or research are selected based on a thorough evalua-
tion of their psychometric properties to ensure that valid and reliable person-reported 
data are captured. These can be captured using mobile devices as shown in the 
Fig. 9.1.

And, what can be measured with PROMs and PREMs in the oncology field? A 
recent systematic search conducted in the frame of the LifeChamps H2020 European 
project (https://lifechamps.eu/) identified up to 51 unique target outcomes and up to 
12 unique target experiences that could be measured with the questionnaires already 
available in the literature, which can be grouped under the following categories:

L. Fernandez-Luque et al.
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PROMs
Body image/sexual functioning
Cognitive decline
Emotional/psychological responses (fear of recurrence, 
depression, anxiety, etc.)
Frailty
Functional status/dependency
HRQoL/Well-being
Nutritional status/cachexia
Healthcare needs
Physical activity/ability/mobility
Social isolation
Symptom burden/distress (multisymptom burden, 
fatigue, pain, sleep appetite, etc.)

PREMs
Care process coordination/continuity
Patient-clinician communication
Patient centeredness/empowerment 
in care services
Preferences of goals of care
Quality of care/satisfaction with care

Overall, 79 PROMs and 11 PREMs were recommended for use in the oncology 
field based on the psychometric validity of the questionnaires used to measure them. 
Nevertheless, ultimate selection of any of these PROMs and PREMs for use in 
research and/or clinical practice must take into account the unique requirements of 
the outcomes, end-points and frequency of measurement as well as the unique char-
acteristics and abilities of the patient population (e.g. respondent burden, cognitive 
capacity).

User-centered psychometric information provided by PROMs/PREMs can be 
complemented with biometric information regarding patient’s lifestyle behavior in 
a way that it can yield a comprehensive overview of patients’ health status at every 
step of their journey. Even though the use of activity trackers and biometric sensors 
has not become the gold standard in the routine care yet, there is a growing trend in 
their use as a means to collect valuable information about the behavioral evolution 
of the user throughout the patient journey for clinical research purposes.

A quick search through ClinicalTrials.gov (a database of privately and publicly 
funded clinical studies conducted around the world) made in April 2021 for the 
keywords “wearable sensor” yielded 99 completed studies and 165 active clinical 
studies addressing mainly neurological and mental disorders. Nevertheless, up to 52 
oncology-related conditions such as infection, pain, fatigue, and inflammation, 
among others, are currently under investigation in 11 clinical trials, according to the 
ClinicalTrials.gov registry. The successful completion of these trials will support 
the growing evidence on the utility and cost-efficacy that the introduction of this 
technology may bring into the routine care for the healthcare providers and payers, 
which will eventually be leveraged by the scientific associations such as the ASCO 
and NCCN to be included in their catalogue of good clinical practices for the man-
agement of oncological patients, which would ultimately trigger its implementation 
in the routine care delivery for this population.
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Biometric variables (and the parameters related to them) relevant for the oncol-
ogy scenario that can be measured with off-the-shelf wearable sensors are:

• Mental health (depression, anxiety, fear of recurrence): heart rate (HR), HR vari-
ability, activity tracking, sleep monitoring

• Infection: HR, HR variability, body temperature
• Sleep quality: sleep monitoring
• Cardiac events: HR, HR variability, oxygen saturation (SpO2), ECG, activity 

tracking
• Physical activity: HR, HR variability, sleep monitoring, activity tracking
• Oxygen consumption: SpO2, HR variability, sleep monitoring
• Vital signs: SpO2, HR, ECG

It is expected that, as technology evolves and the biggest technology providers turn 
their focus into the health and wellness business (Google, Apple and Amazon are 
already in competition for collecting health and wellness related information from 
their users), the number of different biometric variables will increase, thus enabling 
its further application to broader health concepts and covering a wider range of 
health determinants.

An open issue remains the accuracy of the measurements provided by regular 
wellness wearable devices and activity trackers, which hampers their adoption in 
the routine clinical care. Some vendors have already made the decision to step into 
the medical device regulatory process for clearing its fitness for clinical purposes. 
This issue will be further discussed in the latest section of this chapter.

 Precision Oncology Care beyond Genes: The Role 
of Exposome Informatics in a Holistic Healthcare 
Delivery Model

 Introduction to Exposome Informatics

The role of the environment in health has been conceptualized as the exposome, that 
includes a wide range of factors such as behaviors and social influences among oth-
ers (see Fig. 9.2). It is also well known that environmental exposures, such as poor 
sleep habits, influence physio pathological processes and which have been mea-
sured using biomarkers. In oncology, a clear example is cancer-related fatigue 
which is a quite common symptom in most types of cancer and there are many 
variables from the exposome, such as sleep or nutritional habits, which can be 
affecting the pathological process of the development of that important symptom 
(Bower 2014).

The increased availability of sensors and the use of mobile PROMs allow to 
monitor a wide range of parameters that eventually can be used to provide new 
insights into the oncological process. The combination of these more continuous, 
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comes (Juarez et al. 2020)

comprehensive and personalized data sources require new approaches for the analy-
sis of such data and how to apply them into the clinical practice (Martin Sanchez 
et al. 2014b).

 Determinants of HRQoL of Cancer Survivors

This section highlights current approaches to health-related quality of life (HRQoL) 
in cancer survivorship. Advances in early detection and treatment have contributed 
in great measure to increase the rates of cancer survivorship. From a broad point of 
view, survivorship starts at the moment of diagnosis and extends to the rest of one’s 
lifespan (National Cancer Institute 2019), yet it could also be understood as the 
stage where no evidence of active cancer is detected following curative-intent treat-
ment (Marzorati et al. 2017). Special cases of cancer survivors are children, who 
can experience chronic conditions and premature aging after treatment (Ness et al. 
2015) and older adults, whose care usually requires geriatric expertise. It is impor-
tant to note, however, that the care of cancer survivors has not reached an adequate 
integration in the cancer care continuum yet. For example, communication between 
oncologists and primary care providers needs to be substantially improved 
(Shapiro 2018).

Furthermore, according to the World Health Organization, health is “a state of 
complete physical, mental, and social-wellbeing and not merely the absence of dis-
ease or infirmity” (WHO, 1948). This is leading to increasingly consider HRQoL in 
cancer survivorship from a bio-psycho-social perspective, namely, accounting for 
physical, mental, and social dimensions of health (Lehman et al. 2017; Van Leeuwen 
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et al. 2018). In the following paragraphs, core recommendations guiding the care of 
cancer survivors in line with the ASCO (Shapiro et al. 2016) and Survivorship and 
Rehabilitation of the European Commission Joint Action on Cancer Control 
(Lagergren et al. 2019), will be mapped into the bio-psycho-social model of HRQoL.

Surveillance for recurrence and side effects monitoring are two important recom-
mendations tapping into the physical dimension of HRQoL in cancer survivorship. 
Surveillance facilitates the early detection of new primary cancers (e.g., age-related) 
and recurrences in cancer survivors. Nonetheless, the type of testing and effective-
ness of surveillance can differ depending on the type of cancer. For example, sur-
veillance with computerized tomography scans enhances the likelihood of detecting 
metastasis associated with lung cancer (Dingemans et al. 2021) but has not been 
recommended in early breast cancer survivors who have completed primary therapy 
with curative intent and do not show symptoms in the follow-up (Khatcheressian 
et al. 2013; Runowicz et al. 2016). Fear of recurrence can lead to pursue more inten-
sive and costly testing with limited or unclear evidence on the effects on survival.

On the other hand, improvement of side or late effects such as fatigue, pain, 
sexual dysfunction, insomnia or depression and anxiety among others, has been 
linked to HRQoL too (American Society of Clinical Oncology n.d.). In this regard, 
being able to adopt and maintain healthy lifestyles is a pivotal recommendation. As 
mentioned before, innovative digital technologies are rising as a scalable and cost- 
effective approach to objectively monitor symptoms and coach personalized health- 
related goals (Aaronson et al. 2014). For example, wearables such as smartwatches 
are increasingly used in oncology settings to monitor sleep patterns and physical 
activity (Gresham et al. 2018a). Mobile health solutions (mHealth) are also being 
developed to promote, for example, smoking cessation, which is a key risk factor of 
lung cancer (Carrasco-Hernandez et al. 2020) or self-care management and support 
of mental wellbeing for cancer survivors (Nápoles et al. 2019). That introduces a 
second dimension of HRQoL deeply intertwined with the physical domain, namely, 
the psychological functioning.

As already noticed, motivational aspects (e.g., decisions to implement health 
behaviors or follow-up indicated surveillance/screening) and emotional aspects 
(e.g., fear of cancer recurrence or symptoms of anxiety and depression) cannot be 
disentangled from the physical experience of living with and surviving to cancer 
and therefore are critical in HRQoL. In general, distress is used as an umbrella term 
to assess the unpleasant psychological experience characterizing those aspects. 
Indeed, the NCCN has labelled emotional distress as the “sixth vital sign” after 
pulse, respiration, blood pressure, temperature, and pain (Holland and Bultz 2007). 
However, it is only in recent years when the connection between physical and psy-
chological functioning associated with cancer, in general, and with cancer survivor-
ship, in particular, is being taken in more serious consideration (Aaronson et  al. 
2014). Current recommendations include distress management guidelines (Smith 
et al. 2018; Goedendorp et al. 2009) or non-pharmacological interventions for pain 
and fatigue management (Audell and Rosner 2012). Most of these guidelines adopt 
principles of well-known psychological interventions such as the Cognitive- 
Behavior Therapy approach (CBT (Gabriel et al. 2020) ), although variants based on 
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Mindfulness are also promising (Goedendorp et  al. 2009; Gonzalez-Hernandez 
et al. 2018).

Nonetheless, as for the definition of health by the WHO, HRQoL in terms of 
mental health should not be uniquely defined by the absence of mental illness or 
distress. According to the WHO, mental health is “a state of well-being in which the 
individual realizes his or her own abilities, can cope with the normal stresses of life, 
can work productively and fruitfully, and is able to make a contribution to his or her 
community” (World Health Organization 2014). Such definition is in line with some 
challenges in cancer survivorship, which may differ from those during cancer treat-
ment. For example, coping with financial, family role and job-related issues and 
worries, could be more salient after treatment. In line with this reasoning, the 
European Organization for Research and Treatment of Cancer (EORTC) investi-
gates HRQoL assessment tools specifically developed to account in addition to 
physical symptoms, this type of stressors and adaptive psychological functioning in 
terms of psychological strengths and post-traumatic growth (Van Leeuwen 
et al. 2018).

In the face of the foregoing, it can be inferred that psychological (and physical) 
aspects co-exist with individual social circumstances. Here, the role of caregivers in 
social support during and after cancer treatment requires especial attention. Hence, 
caregiving has been shown associated with some symptoms like those of individuals 
living with cancer (e.g., fatigue, insomnia, or distress (Girgis et  al. 2013)). That 
makes necessary to include caregivers in psychological and educational programs 
for HRQoL enhancement (Gabriel et al. 2020). Transitions to life after treatment, 
job re-engagement and reducing social inequity are also topics capturing increasing 
attention to properly target HRQoL (Handberg et al. 2019).

 Revisiting the Roles of the Oncology Team to Deliver 
a Holistic Care

Clinical management of cancer patients is a complex issue that needs to be tackled 
from several angles. The ASCO, through its patient information portal Cancer.Net 
(Anon n.d.), recently published a statement referring to the desirable roles that an 
oncology team should include in order to deliver a holistic care. Besides specialized 
oncologists (either by treatment, i.e. medical, radiation, surgical; or by etiology, i.e. 
gynecologic, pediatric or hematologist) and nurses, the oncology team should also 
include the following roles: nurse practitioners, physician assistants, patient naviga-
tors, palliative care doctors and nurses, social workers, genetic counselors, patholo-
gists, clinical pharmacists, dietitian nutritionists, diagnostic radiologists, 
rehabilitation therapists, spiritual support advisors and, importantly, mental health 
professionals .

Among these roles, we can find both medical-, lifestyle- and mental health- 
related professionals that act in coordination to provide care and support to the 

9 The Role of Patient-Generated Data in Personalized Oncology Care and Research…



182

patient. Besides the traditional roles that mainly deal with the purely clinical aspects 
of the disease management, it is remarkable the presence of patient navigators (also 
called patient educators) who guide patients from diagnosis through survivorship, 
social workers to provide patients and caregivers access to support groups and help 
them cope with the challenges posed by the cancer, dietitians to help patients cope 
with treatment and cancer side effects, and mental health professionals to provide 
counseling and promote coping strategies for common mental distress symptoms 
such as anxiety, depressive mood and fear of recurrence.

Although these recommendations are intended to guide the composition of the 
oncology team in a routine care scenario, few healthcare providers implement all 
these roles described before. In low- and middle-income countries (LMICs), it can be 
due to a lack of resources to afford the costs of specialized staff such as cancer patient 
navigators, psycho-oncologists or nutritionists specialized in cancer, but also the lack 
of trained professionals able to play these roles and the poor awareness on the benefits 
that such roles may bring to the patient’s health outcomes poses a significant chal-
lenge to the adoption of a more holistic care approach. Where available, non-for- profit 
cancer patient organizations take over some of the duties mentioned before, mostly 
related to provide patients and relatives with support across their journey not only 
about how to better cope with all the side effects of cancer, but also helping them to 
find counsel, financial, and mental health support, among other services.

Nonetheless, ASCO statement underscores the relevance and impact that these 
not-so-traditional roles may have in the patient support towards achieving an opti-
mal quality of life throughout the patient journey. However, when compared to the 
patient-related information that clinical roles can leverage to effectively manage the 
oncological patient (lab tests, CT scans, clinical outcomes, etc.), it is evident the 
huge gap in the routine practice that these roles experience when it comes to effec-
tively monitoring the patient status in their respective domains.

 Building a Learning Healthcare System in Oncology Care 
upon a Value-Based Care Schema

 Introducing the Learning Health System Concept

In the last decade there have been great advances in both pharmacology and tech-
nology (Zheng et al. 2016; Fitzgerald et al. 2016) to fight cancer and to improve the 
results in terms of survival, side effects and quality of life. The increased under-
standing of cancer biology, with special emphasis on the tumor microenvironment 
and adaptive immune response, has contributed to the development of numerous 
target drugs that have been reaching clinical practice through clinical trials.

The term Learning Health System (LHS) emerged in 2007 as a definition of a 
conceptual strategy to guide the transformation that a health system should pursue 
to improve its efficiency based on how the organization generates and applies the 
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available scientific knowledge, knowledge that is generated and updated at a pace 
that is difficult for current health systems to chase (Etheredge 2007). The LHS 
model is based on the mutual influence between research and clinical practice, and 
on how to manage and integrate the advances made in both areas in the organization 
in such a way that they translate into improvements in efficiency and quality of care. 
In a healthcare model based on an LHS, the knowledge generated through the expe-
rience acquired during daily clinical practice should be taken into account when 
making decisions in the healthcare setting, in addition to the CPGs (Fig. 9.3).

For the implementation of this strategy, EHR systems and patient-generated data 
play a fundamental role as a means to guide professionals in the use of clinical 
guidelines and in the application of care protocols, as well as serving as a meeting 
point between researchers and clinical leaders (Greene et al. 2012). The reuse of this 
is crucial for the generation of new evidence that should be considered when 
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making care and therapeutic decisions. Its main advantage is the availability of a 
large amount of information about the disease, treatment, and health outcomes of a 
large number of patients, thus eliminating sample size bias in the generation of evi-
dence, as commonly occurs in clinical trials. By being able to generate significant 
cohorts of patients with specific particularities, it is possible to make proposals for 
personalized treatments with better health outcomes and cost-effectiveness (Lambin 
et  al. 2013). Given that the information contained in EHR systems and patient- 
generated data repositories is often fragmented in different databases, commonly 
referred to as information silos due to their lack of capacity to integrate with other 
EHR systems, an integrative strategy based on technical and semantic interoperabil-
ity standards is necessary to enrich and increase the quality and availability of the 
information.

 Patient-Generated data Actionability in Oncology Routine Care

Clinical practice requires handling a large amount of information related to patient 
care. The escalating quantity of data and, consequently, the way in which that data 
can relate to patients, is making healthcare decisions more complex. Smart systems 
are intended to support experts in identifying and solving problems of decision-
making. Systems that combine both statistical models and data are being developed 
to assist clinical decision-makers (Moreira et al. 2019). Decision support systems 
(DSSs; assistive technology for clinicians, who have limited time and are facing 
ever-increasing complexity) are hailed as a possible solution to the increasing cog-
nitive burden being placed on clinicians (Walsh et al. 2019).

In oncology, specifically, consumer wearable devices are gaining traction in 
research. The market continues to evolve and expand, with some devices capable of 
measuring skin temperature and blood oxygen saturation or collecting electrocar-
diograms. Many of these wearable devices have been tested providing an opportu-
nity to obtain patient health measures to an unprecedented degree (Alberts et al. 
2020; Gupta et al. 2018; Gresham et al. 2018b). Commercially available physical 
activity monitors provide clinicians an opportunity to obtain oncology patient health 
measures to an unprecedented degree. These devices can provide objective and 
quantifiable measures of physical activity, which are not subject to errors or bias of 
self-reporting or shorter duration of formal testing (Beg et al. 2017). Oncology pro-
grams can systematically implement these tools into their workflows in an adaptable 
and iterative manner. But, besides assessing their usability and perceived utility 
there exists a challenge of understanding and translating large amounts of data col-
lected to support decision making.

Data visualization has the potential to address the challenge of integrating and 
using large amounts of data collected to support the personalized care of individuals 
with cancer (Backonja et al. 2018). Data visualizations are representations of data 
through the application of visual encodings (e.g., position and color) (Bertin 1983; 
Few 2009). Visualization can leverage a user’s cognitive strengths such as pattern 
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recognition, and it helps them overcome their cognitive limitations including calcu-
lating and remembering strings of numbers. Appropriate, well thought out visual-
izations can ultimately support understanding, task completion, and decision 
making (Padilla et al. 2018).

 Leveraging Data science for Boosting RWE Discovery

Data science methods can leverage large datasets of longitudinal patient data to 
provide empirically-based support to healthcare professionals in their decision- 
making process. Predictive models can be built upon these large datasets to antici-
pate potential clinical outcomes for a given patient according to the knowledge 
embedded in the retrospective experiences registered in the database. These meth-
ods, commonly referred to as clinical decision support systems (CDSS), are typi-
cally designed to integrate a medical knowledge base, a patient database and an 
inference engine to generate case-specific suggestions and facilitate the achieve-
ment of diagnoses. These types of systems pose technological challenges of great 
complexity and diversity, establishing new computational requirements and para-
digms for the representation, use and acquisition of the biomedical knowledge nec-
essary for their implementation (Mitchell et al. 2011).

In this sense, predictive models based on data science techniques are becoming 
a key tool for both biomedical research and clinical practice (Bellazzi and Zupan 
2008). These techniques will play a fundamental role in the future for the discovery, 
extraction, generation, and application of new biomedical knowledge. To achieve 
this goal and related to the role that longitudinal patient-generated data will play in 
this strategy, significant advances must be made in the following areas: (a) 
Integration of different data sources, (b) Normalization, sampling, and pre- 
processing, (c) Pattern analysis and discovery, (d) Interactive visualization and deci-
sion support, and (e) Information security, privacy, and protection (Holzinger 
et al. 2014).

The techniques used to generate predictive models can be classified into different 
categories according to the underlying algorithms and the intended applications of 
each one of them. Some of these categories are artificial neural networks, dynamic 
prediction algorithms and evidence-based predictive systems, among others (Liao 
et al. 2012). For these techniques to be useful, they must be applied to a repository 
of data that includes all the relevant information to the research, in the case of oncol-
ogy, detailed information about the patient’s pathology, treatments administered, 
side effects derived from the treatment (toxicity), and evolution of the disease (sur-
vival). In the field of radiation oncology, the use of data mining techniques for 
automatic feature extraction has been shown to improve the quality of the informa-
tion collected (Pontes et al. 2021a), as well as to reduce the time spent on manual 
collection of this information (Roelofs et al. 2013). At the international level, sev-
eral initiatives have been developed aiming at establishing multicenter repositories 
accessible to the research community with the objective of increasing the sample 
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size of quality information sets and thus improving the accuracy and reliability of 
new therapeutic models, as well as facilitating the generation and discovery of new 
knowledge (Roelofs et al. 2014). The use of these techniques in the field of cancer 
treatments based on chemical agents (chemotherapy, immunotherapy, targeted ther-
apy) and/or radiation parameters (Pontes et al. 2021b) has also proved useful for the 
discovery and design of new pharmacological multidisciplinary approaches (Ilardi 
et al. 2014).

On the other hand, to achieve an optimal level of automation when generating 
new therapeutic models and decision support rules, it is essential to incorporate self- 
learning techniques so that the system can adapt its recommendations based on the 
retrospective analysis of health outcomes obtained in the past to the incorporation 
of new cases and, therefore, new information about the health outcomes of new 
systemic and radiotherapy treatments administered to patients. It is these self- 
learning techniques that should provide a LHS with the flexibility and agility neces-
sary to continuously adapt to the new evidence available, whether it comes from 
updates in the available CPGs and scientific evidence or from the experience derived 
from the healthcare routine.

 The Shift from Fee-for-Service to Value-Based Care Schema

Population health management (PHM) focuses on the delivery and coordination 
of patient-centered health care services to optimize the patient care experience, 
improve health, and manage health care costs (NACHC (National Association of 
Community Health Centers) 2016). As health care delivery systems move from 
fee-for-service (paying for the volume of services delivered) to value-based care 
(paying for health and quality outcomes attained), interest in PHM strategies is 
increasing rapidly. PHM relies on the use of patient registries that include clinical 
data as well as the utilization of health insurance claims data to effectively man-
age health care utilization. Risk stratification is used to identify patients and 
groups of patients with different health care needs, assess how health care coordi-
nation teams should be structured, and build partnerships with different entities 
(e.g., hospitals, clinics, specialists, community organizations providing social ser-
vices) to better coordinate care (NACHC (National Association of Community 
Health Centers) 2016).

Health care systems and payers have at their disposal increasingly sophisticated 
ways of analyzing and visualizing clinical data but what most of them do not have 
is access to patient-generated data. The lack of patient-generated data is a major 
challenge to manage any patient with complex chronic health conditions; having 
access to patient-generated data is particularly important in oncology care given the 
physical, psychological, and social distress associated with cancer treatment. 
Although clinical, genomic, and financial data are critical for PHM given the 
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inherent complexities of cancer care coordination (Goede 2019), patient-generated 
data collected over time can be useful not only to assess when patients are at risk of 
events such as emergency department visits and hospitalizations but also to identify 
different points for interventions and referrals.

Patient-generated data and sophisticated predictive analytics are more likely to 
be used in health systems and organizations that are moving toward value-based 
contracting. Under a fee-for-service payment system, these types of investments 
cannot be easily allocated to the delivery of a specific service; rather, they are invest-
ments that benefit everyone that is being managed at a given time and, as such, 
systems to use patient-generated data are more likely to be adopted and thrive when-
ever the data and analytic tools are used to gain actionable insights for a given popu-
lation in a value-added way.

Payers are critical to increase the adoption of PHM strategies in general, but they 
are even more important to increase the use of PHM for cancer patients. The main 
reason for this is that payers are moving to value-based care reimbursement, and 
they have experience integrating complex data from different sources (Goede 2019). 
Every organization in the health care delivery space shares data with payers if they 
want to get reimbursed for any services provided. As such, the role of payers as 
partial data integrators together with the fact that they interact directly with every 
organization involved in providing care and support for cancer patients means that 
they also have a responsibility to be part of the solution to fully understand the 
patient experience and better manage oncology care.

Some payers have developed value-based oncology programs that seem promis-
ing (COA (Community Oncology Alliance) 2020). Humana developed the Oncology 
Model of Care (OMOC) for their Medicare Advantage and commercial members. 
The OMOC program provides a monthly care coordination fee to practices, and it is 
designed to improve the patient experience by using care coordination strategies 
(patient navigation) and providing analytics to support oncology providers (Kent 
2019). Cigna designed the Collaborative Care Oncology Focus Program to help 
providers improve health care quality of patients in cancer treatment. The Cigna 
program includes a shared savings value-based reimbursement component and a 
care coordination fee for providers. UnitedHealthcare has an Episodes of Care 
model that focuses on the delivery of evidence-based care, quality improvement, 
and shared savings based on decreases in cancer care costs (COA (Community 
Oncology Alliance) 2020).

Perhaps the most comprehensive value-based oncology program in existence is 
the Oncology Care Model (OCM) from the Center for Medicare & Medicaid 
Innovation. OCM centers on controlling health care costs by improving care coor-
dination and access to care for chemotherapy patients. As of 2020, a total of 138 
practices and 10 commercial payers are participating in the OCM (Center for 
Medicare and Medicaid Innovation (CMMI) 2021).

The OCM is based on an episode-based payment model to incentivize better 
health care quality and coordination for Medicare fee-for-service beneficiaries on 
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cytotoxic chemotherapy, biologic therapy, immunotherapy, or hormonal therapy for 
cancer. Each episode last 6  months. Practices can receive a Monthly Enhanced 
Oncology Services (MEOS) payment per episode for each beneficiary (US$160) 
and a performance-based payment for a chemotherapy episode of care. The MEOS 
payment is designed to cover patient management and care coordination during the 
episode of care whereas the performance-based payment is designed to improve 
health care quality and lower costs during the episode of care.

A recent evaluation of the OCM model showed that, for high-risk episodes, the 
OCM led to reductions in payment increases related to hospitalizations, post-acute 
care, physician services, and outpatient drug treatment, compared to comparison 
episodes of care (Abt (Abt Associates) 2021). However, for low-risk episodes, pay-
ments increased more for OCM episodes than for comparison episodes. The evalu-
ation also found no changes in the use of chemotherapy drug treatments or radiation 
therapy between the OCM and comparison episodes. When it comes to patient- 
centered care, the evaluation found that OCM patients rate their care experience 
highly both at the start of the model and through time; and there were no differences 
between the OCM model and the comparison group. There was also a slight decrease 
in hospitalizations in the last month of life for OCM patients who died compared to 
patients in the comparison group (1.1 percentage point relative reduction in hospi-
talizations) (Abt (Abt Associates) 2021).

The collection of longitudinal patient-generated data through devices, surveys, 
and wearables is a key missing piece in the PHM data puzzle. Although the OCM 
evaluation found no impact of the model on patient-reported composite measures of 
the patient health care experience, the evaluation study found that shared decision 
making, enabling patient self-management, and symptom management were rated 
relatively low (Abt (Abt Associates) 2021). OCM patients were asked if they were 
bothered by cancer symptoms or cancer treatment (i.e., pain, energy level, emo-
tional problems, nausea, breathing, coughing, constipation, and neuropathy); the 
evaluation found that the OCM did not have an effect on these patient-reported 
symptoms (Abt (Abt Associates) 2021).

Longitudinal patient-generated data collection efforts have the potential to 
address data gaps by generating more precise patient information—either continu-
ously or in shorter time intervals than what is possible through traditional patient 
surveys. Patient-generated data could also lead to improvements in cancer symp-
toms and treatment with the use of data science and the development of new tools 
such as digital health coaching systems (Konstantinidis et al. 2021). The shift from 
fee-for-service to value-based care is a trend that may be providing the right finan-
cial and clinical care incentives to collect, integrate, and analyze longitudinal 
patient-generated data to develop new digital tools to best support PHM in can-
cer care.
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 Challenges for Real-World Deployments of Longitudinal 
Patient-Generated Data Collection Digital Tools

 Regulatory Challenges

Regulatory aspects concerning the deployment of technologies that may enable the 
systematic collection of longitudinal patient-generated data in a routine care envi-
ronment may limit their adoption by the healthcare providers. Health authorities are 
continuously exploring and advancing a regulatory framework for the validation 
and clearance of the emerging technologies to ensure their safety and accuracy to be 
used in a clinical environment. However, novel technologies with potential indica-
tions for this context are being released at a faster pace, which makes difficult for 
regulators’ policies to evolve as quick as the market demands. These technologies 
are usually referred to as medical devices, which is an umbrella term for technologi-
cal devices that are used during the healthcare delivery process (including both 
implantable and non-implantable devices), software processing clinical information 
to support the patient management (SaMD) and platforms which deliver services 
intended to be used by the healthcare professionals (PaMD).

At global level, the International Medical Device Regulators Forum (IMDRF) 
oversees the release of regulatory guidance that can be further applied at national 
and regional level by the related health authorities. It also encourages local regula-
tors to apply a classification of the medical devices based on the risk that its use 
could imply for human safety (IMDRF 2014). In USA, the Center for Devices and 
Radiological Health (CDRH) is the entity within the FDA that deals with the clear-
ance of proposed technologies to be classified as medical devices considering their 
intended use, indications to use, and the potential risk that it may pose for the human 
being. In the EU, this work is carried out by the Notified Bodies, which are private 
organizations accredited by the relevant national health authorities.

Therefore, the first challenge that medical devices manufacturing companies 
face when trying to bring to the global market their technology to enable longitudi-
nal patient-generated data collection is the fragmentation of the regulatory frame-
work itself despite the efforts of initiatives such as the IMDRF, given that every 
country has their own accreditation and clearance process in place, thus burdening 
a deployment of the technology at global scale.

Another challenge is related to the fast pace that SaMD technologies evolve to be 
adapted to respond to glitches, adverse events, and other safety concerns quickly. 
Traditional regulatory frameworks usually perform their assessments based on spe-
cific products, and when it comes to software products, it may happen that whenever 
the assessment is completed, which may take several months, the software product 
needs to be updated, thus with the potential need to go through the assessment pro-
cess again.
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To tackle this issue, the FDA is running the Pre-Cert Pilot Program (Digital 
Health Software Precertification (Pre-Cert) Program 2019) to inform the develop-
ment of a future regulatory model that will provide more streamlined and efficient 
regulatory oversight of SaMD developed by manufacturers who have demonstrated 
a robust culture of quality and organizational excellence. In this sense, the FDA is 
working to establish a regulatory framework that is equally responsive when issues 
arise to help ensure consumers continue to have access to safe and effective products.

 Technological Challenges

This section addresses the set of the most salient technological challenges when it 
comes to the real-world deployment of longitudinal patient-generated data collec-
tion tools in routine care, as highlighted in a systematic review by Baig et al. (Baig 
et al. 2017) In order to produce reliable and accurate data, sensors usually require to 
be placed on a specific part of the body (Martin et al. 2000). Body movements and 
gestures can interfere with the data acquisition process, thus, hampering sensor reli-
ability. This is a common challenge for sensors that rely on the contact with the skin 
to acquire the information such as ECG and EEG sensors. Furthermore, these sen-
sors usually must deal with other sources of external noise related to electromag-
netic interferences. Several signal processing strategies can be applied to overcome 
this issue, mainly based on adaptive signal filtering (Malghan and Hota 2020), and 
can be performed on hardware and/or software platforms.

In wireless devices, connectivity is another challenging area that patient- 
generated data collection sensors must face to accomplish their objectives. 
Connectivity issues can happen due to low signal strength between the sensor and 
the receiver, low battery life because of an intensive use of network interfaces, and/
or low transmission speed, which can lead to a poor user experience due to data loss, 
intermittent connectivity and higher waiting periods than expected. Furthermore, 
connectivity-related issues should also be thoroughly tested in real-world settings as 
the working conditions may change over time and are hardly replicable on a labora-
tory setting (Rault et al. 2017). It seems that 5G-enabled technologies might enter 
in this landscape as a rule-changer and could potentially help to overcome most (if 
not all) of these connectivity challenges, becoming the cornerstone for future smart 
healthcare technologies (Ahad et al. 2020), but this is to be evidenced under real- 
world working conditions yet.

In the artificial intelligence and machine learning era, the collection of large 
cohorts of longitudinal patient-generated data becomes a fundamental step to train 
predictive models and classification algorithms at the core of clinical decision sup-
port systems. The main challenge for these technologies to roll-out in the routine 
care is their transparency, accuracy and reliability, which takes us to the data quality 
issue. In order to produce such models and algorithms with a reasonable perfor-
mance level to be used in the clinical practice, patient-generated data needs to be 
cleaned, structured, labelled, and pre-processed to meet the requirements posed by 

L. Fernandez-Luque et al.



191

the different algorithms. Due to its high degree of complexity and specialization 
needed for the final purpose of the clinical decision support system, these tasks are 
usually performed following an ad-hoc approach that hinders its scalability to dif-
ferent areas. In order to overcome this challenge, initiatives like the OMOP Common 
Data Model (Observational Health Data Sciences and Informatics 2021) supported 
by the Observational Health Data Science and Informatics, strive to provide data 
standardization tools and vocabularies to harmonize concepts so they can be further 
processed and made actionable disregarding the data source.

One of the main hypotheses that could explain why some people do not respond 
as expected to digital therapeutic interventions delivered by mHealth solutions puts 
the focus on the engagement level. Since this digital health approach needs the 
active participation and implication of patients to function correctly, it is essential to 
find parameters to measure the engagement and adherence to these interventions. 
Engagement can be conceptualized in terms of both “experience and behavior and 
sits within a complex system involving the application, the context of use, the mech-
anisms of action of the application and the target behavior”(Perski et  al. 2017). 
Qualitatively, it has been conceptualized as the amount, duration, breadth, and depth 
of intervention usage (Pham et al. 2019). Nonetheless, these parameters only con-
sider the user-app interaction. Other authors, in contrast, propose two categories to 
measure engagement in digital behavior change interventions (DBCI): health 
behavior engagement or Big E, and DBCI engagement or Little E (Cole- Lewis et al. 
2019). Since Little E can be analyzed and generalized easily, most studies only 
focus on the user-app interaction. Nevertheless, it is essential to keep in mind that 
the main purpose of these studies of engagement in mHealth apps transcends the 
commercial and economic interests, since the objective is to improve the health 
condition of different people by changing their lifestyle or intervening in their dis-
ease management. To this end, the incorporation of the Big E bridges the gap 
between app use and adherence or effectiveness.

 Conclusions

Despite of the potential benefits in terms of HRQoL that people living with cancer 
(and their caregivers) may achieve from healthcare providers adopting systematic 
longitudinal patient-reported data collection in oncology care, this is not a common 
practice in the routine oncology care field. Given the importance of appropriately 
selecting patients best suited for certain definitive treatments, incorporating PROMs 
that better report the overall well-being and symptoms important to the patient into 
the clinical decision-making process may better identify patients that may benefit 
from a specific treatment approach. There is a growing body of evidence about the 
efficacy of using not only PROMs and PREMs, but also biometric measurements, to 
have a closer view into the actual patient status and to provide a more personalized 
care management. Leveraging on this evidence will hopefully support the transla-
tion of these findings into the real-world settings.
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Care of cancer survivors generates another challenge that requires to be properly 
addressed. Besides late (after treatment) physical symptoms (e.g., pain and fatigue), 
cancer survivors can also face specific psychosocial stressors related to family role 
and job re-engagement. Behavioral and lifestyle aspects impacting on patients’ 
HRQoL can be better analyzed and understood making use of tools that enable the 
collection of variables and health determinants not only from a strictly clinical point 
of view, but also from the patient exposure to external factors. In this setting, digital 
health (eHealth), and particularly mobile health solutions start playing a pivotal role 
as scalable and cost-effective intervention systems.

Advances in supporting patients to enjoy a better experience through their patient 
journey have been recently attained, stressing on the importance of accounting for a 
multidisciplinary care team to facilitate their transition throughout their care path-
way. This support broadens from strictly clinical care towards a more holistic care 
approach, also addressing psychosocial, financial, and spiritual support for both 
patients and caregivers.

Healthcare systems need to undertake a trade-off between the quality of care 
delivered and the cost-effectiveness of their interventions. In the big data and AI era, 
technology is ready to provide insights beyond the traditional quality of care indica-
tors by making use of other valuable sources of information that can help in shaping 
personalized patients’ performance across their patient journey. Additionally, the 
analysis of longitudinal patient-generated data can provide support to healthcare 
providers in anticipating potential worsening of patients’ conditions, thus enabling 
the adoption of preventive strategies which have proven to be more cost-effective 
when compared to the traditional reactive approach. Furthermore, the LHS paradigm 
would trigger a virtuous cycle where the clinical outcomes can be used to generate 
new knowledge on top of CPGs and scientific evidence that, in turn, can be used to 
improve the clinical outcomes in the next iteration in a seamless, continuous way. It 
is in this context where the shift from fee-for-service to value-based care models 
makes sense to promote a better quality of care delivered, as this model is driven by 
longitudinal patient-generated data on top of clinical, genomic, and financial data.

Real-world deployments of digital tools to enable the systematic collection of 
longitudinal patient-generated data also brings regulatory challenges that need to be 
taken under consideration. The most remarkable ones are related to the fragmenta-
tion of the regulatory framework that hinders the application of scalable strategies 
at global level for technological vendors, and the lack of regulatory agility to keep 
the pace of the ever-evolving technology.

Chapter Review Questions
• Can you identify current practices on data collection for routine can-

cer care?
• Besides the variables derived from clinical and genomic fields, which other 

determinants of HRQoL should be considered in cancer care?
• How are the concepts of learning healthcare system and value-based care 

aligned?
• What is the role of longitudinal patient-generated data in cancer care?
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Chapter 10
Semantic Technologies for Clinically 
Relevant Personal Health Applications

Ching-Hua Chen, Daniel Gruen, Jonathan Harris, James Hendler, 
Deborah L. McGuinness, Marco Monti, Nidhi Rastogi, Oshani Seneviratne, 
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Abstract Despite recent advances in digital health solutions and machine learning, 
personal health applications that aim to modify health behaviors are still limited in 
their ability to offer more personalized decision support. Moreover, while many 
personal health applications cater to general health and well-being, there remains a 
significant opportunity to increase the clinical relevance of the insights being gener-
ated. This chapter describes the motivation for, and illustrative applications of, 
semantic technologies for enabling clinically relevant personal health applications. 
We present two use cases that demonstrate how semantic web technologies, in com-
bination with machine learning and data mining methods, can be used to provide 
personalized insights to support behaviors that are consistent with nutritional guide-
lines for people with diabetes.
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 Decision Support for Health Behavior Change

Health outcomes are known to be driven by a combination of medical, genetic and 
lifestyle factors. In the United States, a disproportionate emphasis is placed on med-
ical treatment, as compared to lifestyle modifications (Bipartisan Policy Center 
2012). Where the former is primarily delivered in reaction to poor health status, the 
latter is often used as a form of disease prevention and/or health maintenance. As 
such, efforts to implement lifestyle modifications often rest on the shoulders of 
patients (or more generally, health consumers) with sufficient means, skills and 
motivation. The process of behavior change is well-studied. Yet, sustained behavior 
change remains challenging to intervene effectively on (Bouton 2014). While 
behavior change is recognized by experts as being a complex process involving 
dynamic and stochastic factors that span the psychological, social and physical 
domains, popular misconceptions are that changing one’s behavior requires no 
more than ‘common sense’ or a good marketing campaign, and that most people 
will rationally process relevant knowledge and information (Kelly and Barker 
2016). Arguably, interventions that are adaptive and sensitive to an individual’s psy-
chological, social and environmental context, are in a better position to address 
behavior change than those that are static, or adopt a ‘one-size-fits-all’ approach.

With the rapid adoption of mobile phones and wearable sensing technologies, 
most people now have access to mobile applications that can provide real-time sens-
ing and feedback to their users. This trend has led to the development and study of 
several ‘context-aware’ digital technologies for tackling health behavior change 
(Thomas Craig et  al. 2020). Common approaches of incorporating contextual 
awareness into digital behavior change interventions include the use of statistical 
and machine learning models to generate feedback based on user generated data 
(e.g., step counts and other forms of physical activity, food logs, sleep logs), as well 
as the use of rule-based dialog systems, or chat bots, that provide deterministic 
responses to user textual inputs that conform to anticipated patterns. However, most 
mobile health applications, while popular among patients, have not seen significant 
levels of acceptance from clinicians (Gordon et  al. 2020). This lack of clinical 
acceptance is partly explained by factors pertaining to regulations, payment sys-
tems, and clinical workflows. It may also be explained by the limited incorporation 
of evidence-based, clinical guidelines into the function and design of mobile health 
applications.

Semantic technologies are well-suited for representing clinical knowledge that 
has been curated by medical and health experts. When semantic technologies that 
can represent and reason over clinical knowledge are used together with machine 
learning methods that learn from and adapt to the ‘big data’ that is continuously 
generated by activities of daily living, there is the potential to improve the clinical 
relevance of personal health applications. With a few notable exceptions (Michie 
et  al. 2017; Dragoni et  al. 2020; Chen et  al. 2021) there has been limited work 
exploring the use of semantic technologies for health behavior change. This chapter 
aims to introduce readers to semantic technologies and the potential benefits that 
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they present for enhancing the personalization, interpretability and clinical utility of 
personal health applications.

The objective of this chapter is to provide an introduction to semantic technolo-
gies to health informatics researchers and practitioners, and to demonstrate their 
application in combination with other artificial intelligence methods (e.g., data min-
ing and machine learning) via exemplary use cases pertaining to people with diabe-
tes. These use cases were selected to highlight how clinical and health knowledge 
can be combined with “big data” sources of personal behaviors and personal con-
text, to provide insights that are relevant to both health consumers and the clinicians 
who serve them. The remainder of this chapter is organized as follows: In Sect. 
“Semantic Technologies and the Personal Health Knowledge Graph”, we provide 
an introductory overview of semantic technologies, highlighting key concepts 
related to knowledge graphs and defining Personal Health Knowledge Graph 
(PHKG). In Sect. “Combining Learning and Logic for Personal Health Applications”, 
we explain how methods that combine machine learning and semantic technologies 
are able to exploit the best of machine learning and knowledge graphs, allowing 
computers to simultaneously tap into deep data and deep knowledge. To ground our 
discussion in a personal health application, Section “Nutrition Self-Management for 
People with Type 2 Diabetes” describes the experiences of people with type 2 dia-
betes who are engaging in self-management behaviors, and includes two examples 
of how semantic technologies have been used in conjunction with machine learning 
and data mining to generate personalized and context-aware meal recommenda-
tions. We close our chapter with a discussion of the many opportunities we see for 
using semantic technologies in the pursuit of improving personal health applica-
tions for health consumers.

 Semantic Technologies and the Personal Health 
Knowledge Graph

Semantic technologies are used to enable computers to process data in ways that 
leverage the meaning of terms, such as through the use of logical reasoning. At the 
heart of these technologies is the knowledge graph (KG), which has been defined as 
“as a graph of data intended to accumulate and convey knowledge of the real world, 
whose nodes represent entities of interest and whose edges represent relations 
between these entities.” (Hogan et  al. 2022) DBpedia, YAGO and Wikidata are 
examples of public knowledge graphs generated from content available in 
Wikipedia, a crowd-sourced encyclopedia available on the Internet (Ringler and 
Paulheim 2017; Abián et  al. 2018; Pillai et  al. 2019). Knowledge graphs inherit 
from classic artificial intelligence such formalisms as semantic networks and 
description logics (Baader et al. 2007). The advantages of using knowledge graphs 
to represent knowledge are that they are amenable to the linking of knowledge 
across multiple sources and domains (through identifying overlapping semantic 
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concepts across ontologies). To be regarded as high-quality, knowledge represented 
in knowledge graphs should be consistent, and feature a certain degree of complete-
ness, accuracy and timeliness (i.e., degree to which knowledge is kept up-to-date) 
along with containing provenance content (where the knowledge came from). 
Semantic reasoners are capable of inferring new knowledge from the data con-
tained in knowledge graphs. These reasoners may be based on logic (e.g., first-order 
logic, predicate logic, non-monotonic logic), fuzzy logic, or machine learning. The 
use of machine learning methods for reasoning over KGs has been of rising interest 
in the artificial intelligence community, due to the rapid and parallel growth in 
availability of very large, electronic data sets and access to computing power. 
Section “Combining Learning and Logic for Personal Health Applications” of this 
chapter discusses the advantages of combining machine learning and semantic tech-
nologies, and our subsequent use cases in Sect. “Nutrition Self-Management for 
People with Type 2 Diabetes” demonstrate a combined use of both types of 
approaches for personal health applications. For a recent survey on methods for 
reasoning over knowledge graphs, the reader is referred to Chen et  al. (Chen 
et al. 2020).

Semantic technologies are often at the core of interactive decision-support sys-
tems that have to deal with complex knowledge. They are useful for addressing key 
challenges in knowledge management such as finding, summarizing or answering 
questions pertaining to information contained in electronic medical records, legal 
documents and scientific literature. Typical functions performed using semantic 
technologies include: entity summarization, faceted search, and question answer-
ing. Entity summarization involves generating a concise description of what is 
known about an entity, such that it satisfies users’ information needs (Liu et  al. 
2021; Cheng et al. 2020). Faceted search is a method of finding information that 
allows users to progressively navigate towards more relevant results using filters 
that are meaningful within the search domain (e.g., searching for recipes based on 
filters for nutritional content, cuisine, preparation time, etc.) (Arenas et al. 2016). 
Question and answering over knowledge bases allows users to seek answers (from 
the knowledge graph) to questions posed in natural language (Arenas et al. 2016; 
Moschitti et  al. 2017). Before the invention of the World Wide Web (WWW), 
semantic technologies were used within large organizations with significant institu-
tional knowledge bases, and wherein knowledge representation could be centralized 
(Pan et al. 2017). With the invention of the WWW, the potential for semantic tech-
nologies to enable intelligent agents that could ‘traverse’ globally linked knowledge 
became an exciting and real proposition (Berners-Lee et al. 2001; Hendler 2003). 
Applications using the KG should be able to provide a set of knowledge services, 
which should be feature high reliability (e.g., fast response time, and high fault 
tolerance) and high usability (e.g., good learnability).

When constructing knowledge graphs, the usual assumption is that the entities 
and the relationships between entities are shaped by domain experts, who define an 
ontology. The ontology defines the vocabulary that is used to describe the various 
concepts, relations and axioms that need to be represented in the knowledge graph. 
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The knowledge graph then uses the terms from that ontology when representing 
assertions regarding individuals, instances within the domain of interest. The ontol-
ogy may be partially or entirely contained within the knowledge graph itself. The 
process of ontology engineering (Kendall and McGuinness 2019) lies in capturing 
necessary and sufficient conditions for including terms, and connections between 
terms, in the ontology. Complementary to such a ‘top-down’ approach is a ‘bottom-
 up’ approach, wherein new knowledge is generated (through descriptive statistics 
and/or logical inference) from specific instances of the data. Using this approach, 
new categories and related concepts can be derived, resulting in the creation of new 
knowledge. Since the construction of large knowledge graphs can be time consum-
ing, various efforts exist to increase the degree of automation of knowledge graph 
construction. For example, the Semantic Data Dictionary (SDD) approach is able to 
facilitate automatic creation of knowledge graphs by semantically annotating tabu-
lar data with concepts from existing ontologies (Rashid et al. 2020). Furthermore, 
the automated knowledge base construction community has been employing natural 
language processing techniques to develop knowledge graphs (Suchanek et  al. 
2013a), and these efforts have given rise to the Automated Knowledge Base 
Construction workshop series (Suchanek et al. 2013b), that has now become a full-
fledged conference (https://www.akbc.ws), which supplements parallel efforts by 
the larger semantic web community.

The World Wide Web Consortium (W3C) has established standards for imple-
menting semantic technologies. The Resource Description Framework (RDF) is 
the basic mechanism through which basic statements can be made. The RDF data 
model is based upon the idea of making statements about resources in expressions 
of the form subject–predicate–object, known as an RDF triple. The subject denotes 
the resource, and the predicate denotes traits or aspects of the resource and 
expresses a relationship between the subject and the object. For example, one way 
to represent the statement “The lasagna contains meat” in RDF is as the triple: a 
subject denoting “the lasagna”, a predicate denoting “contains”, and an object 
denoting “meat”. RDF triples can be serialized using several alternative syntaxes, 
including N-Triples, Turtle, RDF/XML, and JSON-LD. Examples of how the triple 
for “the lasagna”-“contains”-“meat” using the alternative RDF data formats are 
shown below.

Using N-Triples syntax:

<http://example.com/exampleOntology#Lasagna>
<http://example.com/exampleOntology#contains>
<http://example.com/exampleOntology#Meat> .

Using Turtle syntax:

@prefix ex: <http://example.com/exampleOntology#> .
ex:Lasagna ex:contains ex:Meat .
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Using RDF/XML syntax:

<?xml version="1.0" encoding="utf-8" ?>
<rdf :RDF xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-

ns#" xmlns:ns0="http://example.com/exampleOntology#">

<rdf :Description rdf:about="http://example.com/
exampleOntology#Lasagna">

<ns0 :contains rdf:resource="http://example.com/
exampleOntology#Meat"/>

</rdf:Description>
</rdf:RDF>

Using the JSON-LD syntax:

[
  { "@id":"http://example.com/exampleOntology#Lasagna", 
    "http://example.com/exampleOntology#contains":[
            {"@id":"http://example.com/exampleOntology#Meat"}
    ]
  },
  {"@id":"http://example.com/exampleOntology#Meat"}
]

While RDF is a way of representing knowledge graphs, languages such as the 
RDF Schema (RDFS) language and the Web Ontology Language (OWL) can be 
used to define ontologies. While OWL is more expressive than RDFS, it is also 
more complex to use. Both OWL and RDFS are recommended standards by the 
W3C. For more on semantic modeling in RDFS and OWL, readers are referred to 
an introductory text by Allenmang and Hendler (Allemang et al. 2020) and Ontology 
Engineering text by Kendall and McGuinness (Kendall and McGuinness, 2019).

The predominant query language for RDF graphs is SPARQL, (pronounced 
spahr- kuhl, and it is the recursive acronym for SPARQL Protocol And Query 
Language) is an SQL-like query language for RDF that has been standardized by 
the W3C. The following is an example of a SPARQL query to show all foods con-
tained within a menu named italian_menu, using a fictional ontology called 
exampleOntology:

PREFIX ex: <http://example.com/exampleOntology#>
SELECT ?food ?menu
WHERE {
    ?x ex:foodname ?food ; ex:isContainedin ?y .
    ?y ex:menuname ?menu ; ex:isInMenu ex:italian_menu .
}
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While most popular knowledge graphs capture entities that are of global rele-
vance (i.e., of interest to the general population), knowledge graphs that capture 
data that is relevant only to a particular individual (i.e., a personal knowledge 
graph), can also be useful. Given the large amount of data that is now being 
tracked and recorded from personal activities, and increased consumer demand 
for more personalized services, in particular for health and wellness, reasoning 
over a personal knowledge graph presents an opportunity for generating insights 
highly relevant to the person whose data is represented in the knowledge graph. 
Moreover, if data in a personal knowledge graph is linked to data in general 
knowledge graphs, a reasoner could generate insights that relate a personal experi-
ence to those in the general population. Balog and Kenter (Balog and Kenter 
2019) present the concept of the personal knowledge graph and how it differs from 
general knowledge graphs. They note an increased, but fragmented amount of 
research relating to personal knowledge graphs, and propose a research agenda for 
personal knowledge graphs. Meanwhile, Gyrard et al. (Gyrard et al. 2018) specifi-
cally consider the concept of a personal knowledge graph for health, which inte-
grates and represents all health information specific to an individual, including 
their medical history and health behaviors, as well as relevant socio-environmen-
tal factors that the individual may be exposed to. They also identify several 
research challenges for advancing the state-of-the-art in personal knowledge 
graphs for health, including how to model and integrate general health and per-
sonal health knowledge, and how to analyze data from the Internet-of-Things 
(IoT) to produce meaningful contextual information for supporting health behav-
ior change. For additional perspectives on personal knowledge graphs for health, 
the reader is referred to (Rastogi and Zaki 2020) and (Shirai et al. 2021). In this 
chapter, we consider a Personal Health Knowledge Graph (PHKG) to be a knowl-
edge graph representation of a person’s health and wellness data. This data may 
come from various sources (e.g., physical activity trackers, digital food logs, per-
sonal health records). In Sect. “Populating a Personal Health Knowledge Graph 
with Personalized Assessments of Dietary Needs and Preferences” we will 
describe how a PHKG can be automatically constructed from a user’s temporal 
food log data, and how the PHKG can be used (along with general health knowl-
edge) to derive a user’s dietary needs and preferences. Then, in Sect. “Personalizing 
Dietary Recommendations” we describe how to identify recipes that satisfy these 
needs and preferences.

 Combining Learning and Logic for Personal 
Health Applications

In the context of personal health, the combination of knowledge graphs and machine 
learning opens up new possibilities for designing effective digital health assistant 
applications (Thomas Craig et al. 2020). The use of conversational agents in digital 
health applications is a popular design choice because it supports natural language 
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queries from the user. These natural language queries need to be converted into 
SPARQL queries if one wants to answer the query by retrieving information from a 
knowledge graph. While SPARQL is well-suited to retrieve factual information 
stored in the knowledge graph, and also to infer answers via reasoning, it is not 
well-suited for answering ranking based queries (i.e., multiple answers that are 
sorted in order of relevance) that arise in recommendation settings. Indeed, in per-
sonal health applications, users may seek recommendations and/or facts to support 
decisions about what health behaviors to engage in. In recommendation settings, the 
answer to the user’s query should ideally be personalized to take into account a 
user’s intent, context and constraints. As it turns out, such personalized responses 
can be provided via machine learning based methods, such as knowledge base ques-
tion answering (KBQA).

Learning-based methods have the advantages of discovering and leveraging 
implicit semantics, and can scale to large datasets. However, learning is data- 
intensive, can produce trivial or known insights and insights are often difficult to 
explain. Knowledge-based methods have the advantages of being able to explicitly 
represent and use knowledge without requiring “big data”, and this knowledge is 
easier to transfer between projects. On the other hand, capturing knowledge is labor 
intensive and logical inference can be computationally intensive. The best of both 
approaches can be captured via a hybrid approach that injects semantics within 
machine learning methods, and on flip side, leverages machine learning to scale up 
semantic approaches. In this section we will highlight the interaction between logic 
and learning for answering personalized user queries.

Since knowledge graphs store high quality information in a structured format, 
they are well-suited for answering factual queries by leveraging the underlying 
semantics. For example, a query like “What are some physical exercises I can try?” 
can be converted into the following SPARQL query.

SELECT DISTINCT ?exerciseName 
WHERE {
    ?exercise <http://purl.org/dc/terms/subject> <http://dbpedia.
org/resource/Category:Physical_exercise>;
     <http://www.w3.org/2000/01/rdf-schema#label> ?exerciseLabel . 
BIND (STR(?exerciseLabel) AS ?exerciseName)
}

Interpreted as a factual retrieval question, this query would return a list of physi-
cal exercises, which can then be displayed to the user. However, it is clear that 
returning a long list of exercises is probably not what the user intends as the 
response. Rather, the user’s context and preferences should be taken into account 
while answering such a query. For example, taking into consideration the fact that 
the user might be at the gym, or taking into account their health goals (e.g., lose 
weight) and their exercise preferences and also their physical ability, and so on. 
Going even further, this query can be interpreted as asking for recommendation of 
physical exercises, e.g., “what are some physical exercises I can try that are good for 
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Fig. 10.1 Example of the inference rules and ontology for answering the query “Can I eat a 
Gala apple?”

me?” Instead of simple retrieval this may require the system to compare alterna-
tives, and then suggest the most beneficial activities at that given place, time, and 
context, potentially along with an explanation of the suggestion.

As another example, consider the query “Can I eat a Gala apple?” To answer this 
question well, the system should recognize that there could be an implicit context at 
play. Namely, the user may be concerned about weight management, or other rele-
vant underlying health conditions. To answer this query we need to rely on a reason-
ing engine over the personal knowledge graph, as illustrated in Fig. 10.1.

The logic for the inference required to answer this query is captured by the infer-
ence rules below.

Rule 0:
Subclass Transitivity
Rule 1:
(Person and
(person:bmi > WeightClassification:bmiLimit))
=>
Person belongsTo
[owl:equivalentClass WeightClassification] .

Rule 2:
(Person and
(WeightClassification and (Person:wantsToEat Food) and
(Person:sugarConsumed + Food:sugarContent > WeightClassification:s
ugarLimit))))
=>
Person given NegativeStatement .
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In this example, the focus is on comparing the sugar limit for the person based on 
their health condition and status, who are returning that they cannot eat the Gala 
apple if they exceed the sugar intake limit. This example also illustrates the chal-
lenges associated with inferring the user intent and health conditions. Additional 
constraints besides sugar intake may have to be considered to answer this question 
adequately. Furthermore, there is the question of automatically deducing the infer-
ence rules. So far, we have assumed that an expert provides these. However, this 
approach is not scalable, and is a challenge that machine learning-based approaches 
are in a good position to address.

Machine learning can help construct sets of inference rules for reasoning over 
the KG. They can also help in automatically converting natural language queries to 
SPARQL queries. Furthermore, learning can help infer the set of active constraints 
to consider when answering a query—these would span the user’s preferences, 
health guidelines, and all other relevant information. In general, learning is required 
to hone in on the user intent, as well as to evaluate the relevance of the input con-
straints and responses. On the other hand, machine learning methods can benefit 
tremendously from the structured knowledge in the knowledge graphs by leverag-
ing the underlying semantics of the concepts and relationships. For example, knowl-
edge graph embedding methods (Bordes et  al. 2011) can be employed to learn 
concept and relationship embeddings, or representations, that can be used in a deep 
learning framework to answer user queries.

The combination of semantics and machine learning is even more important 
when dealing with queries that involve providing recommendations. For example, a 
user may ask “What is a good breakfast for me?” To answer this type of query, the 
machine learning framework would have to leverage the interlinked knowledge 
graphs such as their personal health knowledge graph, a medical guidelines knowl-
edge graph, and a food knowledge graph.

If all of the constraints (e.g., food preferences, allergies, ingredient availability, 
etc.) are treated as mandatory constraints, the answer is likely to be a null set. While 
SPARQL provides the OPTIONAL clause to allow for optional constraints, the 
resulting answer set is not trivial to rank based on relevance to the query (Feyznia 
et  al. 2014). Such queries can be answered by KBQA based methods such as 
BAMNET (Chen et al. 2019), which is an end-to-end bidirectional attention mem-
ory network for complex question answering over a knowledge graph. Readers are 
referred to Fu et al. (Fu et al. 2020) for an in-depth review of KBQA methods. In 
more recent work, we have developed a novel system for personalized food recom-
mendation, called pFoodReq (Chen et  al. 2021) that uses constrained question 
answering over a food knowledge graph to help users search for relevant recipes. 
We describe pFoodReq in detail in Sect. “Personalizing Dietary Recommendations”.

 Nutrition Self-Management for People with Type 2 Diabetes

Diabetes is a chronic health condition that affects approximately 10.5% of the 
United States population (National Diabetes Statistics Report 2020). People with 
diabetes are typically advised to engage in several self-management behaviors in 
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order to improve their health outcomes. People newly diagnosed with diabetes or 
pre-diabetes, and advised to modify their diet face numerous challenges. In addi-
tion to understanding which specific dietary guidelines apply to them, they must 
also understand how these guidelines translate into specific actions and food 
choices they can make. Then they must actually implement these changes. 
Successful behavior change requires understanding and knowledge of the guide-
lines and nutritional content of different foods and their impact. It requires intro-
spection on their current dietary behavior to understand what changes need to be 
made and the relative importance of making those changes. Beyond understand-
ing what to do, changing one’s diet is notoriously difficult. It can require chang-
ing long-term habits, eschewing foods one enjoys, and avoiding foods that are 
prominent in social gatherings or play an important role in their cultural cuisine. 
As such, the challenges are both informational—understanding (and remember-
ing) what changes to make and specifically how to implement them, and motiva-
tional—providing messages, options, and specific suggestions to encourage 
making good choices and making doing so as appealing and non-disruptive as 
possible.

Our current efforts aim to address these challenges by surfacing the health guide-
lines relevant to a specific user, explaining why those guidelines apply to them, and 
suggesting foods the user could eat. We also aim to help the user understand their 
current dietary behavior to see where they are successfully adhering to the guide-
lines and what changes would be most beneficial to make.

We describe two use cases in the following subsections. In the first use case 
described in Sect. “Populating a Personal Health Knowledge Graph with 
Personalized Assessments of Dietary Needs and Preferences”, we review a 
user’s food log (i.e., a daily diary of meals consumed) through the lens of a set 
of relevant dietary guidelines, and generate semantic expressions in the OWL 
language to represent the gaps between their actual and expected food con-
sumption patterns. In this use case, we combine semantic technologies with 
data mining methods. In the second use case described in Sect. “Personalizing 
Dietary Recommendations”, suggests specific foods that will fit a user’s dietary 
guidelines and food preferences. In this use case we combine semantic tech-
nologies with machine learning. An essential knowledge resource common to 
both use cases is the Food Knowledge Graph (FoodKG). The FoodKG was con-
structed by Haussmann et al. (Haussmann et al. 2019) and integrates recipe data 
from the Recipe1M+ data set (Marín et  al. 2021) with ingredient nutritional 
information from the United States Department of Agriculture’s National 
Nutrient Database for Standard Reference (Haytowitz et al. 2019). The FoodKG 
uses the FoodOn ontology (Dooley et al. 2018). Resources and instructions for 
constructing the FoodKG are provided at https://foodkg.github.io/
foodkg.html.
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 Populating a Personal Health Knowledge Graph 
with Personalized Assessments of Dietary Needs and Preferences

In this section, we demonstrate how semantic technologies can be combined with 
data mining techniques to generate semantic expressions of a user’s dietary needs 
and preferences. In this example, the user’s dietary needs are assessed by comparing 
the user’s recent eating patterns with relevant health guidelines set by the American 
Diabetes Association (ADA) (American Diabetes Association 2021). Any gaps 
between the user’s behaviors and the guidelines are considered to represent the 
user’s current dietary needs. The user’s dietary preferences can also be discovered 
from their reported eating patterns. These dietary needs and preferences can be 
captured in the user’s personal health knowledge graph (PHKG) and queried by 
downstream applications. Unlike most efforts for automatic KG population, which 
extract entities and relationships from unstructured text using natural language pro-
cessing methods, we discover relevant patterns from time-series data in our use 
case. To support this use case, we created the Personal Health Ontology (PHO) 
based on a set of interviews conducted with 21 people who declared themselves to 
be within five years of being diagnosed with type 2 diabetes. Using a semi-struc-
tured interview style, we asked participants to describe their eating patterns and 
probed specifically about the contextual, health and lifestyle factors that influenced 
their eating behaviors. The PHO differs from existing efforts such as (Puustjarvi and 
Puustjarvi 2011), which have put a focus on interoperability of various e-health 
tools through a shared vocabulary. In contrast, our focus was on capturing the per-
sonal behavioral preferences. The essential steps involved in populating a PHKG 
with the user’s dietary needs and preferences are four-fold: (i) relevant eating pat-
terns need to be discovered from temporal food log data (ii) eating patterns need to 
be mapped to a personal health ontology (iii) eating patterns need to be assessed 
against medical nutrition therapy guidelines (iv) semantic ‘directives’ for health 
needs need to be inferred. These steps are depicted in Fig. 10.2.

User

Personal Health
Knowledge Graph

Food KG

(ii)

(iii)

(iv)

(i)

Personal
Food Log

Personal
Health

Records

Semantic
Data

Dictionary

Time Series
Summarizer

Dietary
Guidelines

Semantic
Reasoner

User
Dietary Needs
& Preferences

Fig. 10.2 Illustration of how personal health data from the user is transformed by the Time Series 
Summarizer (Harris et al. 2021) and Semantic Data Dictionary (Rashid et al. 2020) into RDF tri-
ples that populate a PHKG. A semantic reasoner is used to generate expressions of the users dietary 
needs and preferences based on the PHKG and clinical dietary guidelines
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Time Series
Data

SAX
Translation

Behavioral Insight
Discovery

RDF Triple
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RDF Triple
Output

PHKG

Fig. 10.3 Workflow to discover behavioral insights within a user’s food log data and generate 
RDF triples to populate the PHKG

To implement the use case depicted in Fig.  10.2, we customized an existing 
Time-Series Summarization (TSS) framework (Harris et al. 2021) to generate RDF 
triples representing a user’s temporal personal health data (e.g., digital food diaries, 
personal wearables logs). The TSS applies advanced data mining approaches to 
discover patterns within time-series data. In order to identify ‘interesting’ patterns, 
the TSS framework relies on a dimensionality reduction algorithm called Symbolic 
Aggregate Approximation (SAX) (Lin et al. 2007) to translate the raw time-series 
data into a string of alphabetical letters (e.g., ‘abbbacdae’). Each of these let-
ters can represent different time granularities (e.g., ‘a’ can represent a day or a 
week in the data). Data mining algorithms, such as the frequent item-set mining 
tool called SPADE (Zaki 2001) and the categorical clustering algorithm called 
Squeezer (He et al. 2002), are used to search the data for patterns once the data is 
translated into categorical data. Once a pattern is retrieved, it is represented as a 
template- based natural language summary, or ‘protoform’. An example protoform 
is “On <quantifier><sub-time window (plural)> in the past <time window (singu-
lar)>, your <attribute> was <summarizer>.” Within this protoform, there are five 
defined placeholders that are each filled with words/phrases chosen from a pre-
defined vocabulary. An example of how this example protoform could be filled is 
“On most of the days in the past week, your calorie intake was high.” This frame-
work uses extended versions of rule-based linguistic summarization algorithms 
that use fuzzy logic to select the correct words/phrases for a protoform (Zadeh 
2002; Zadeh 1983; Zadeh 1975; Kacprzyk et  al. 2002). TSS was customized to 
produce RDF triples that would conform with the PHO.  The TSS workflow is 
shown in Fig. 10.3.
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An example set of TSS PHKG triples with respect to the user’s carbohydrate 
intake is as follows1:

:Alice a prov:Person;
sio:has-attribute :AliceInsulinMedicationDosage,

      :AliceCarbIntakePattern .
:AliceInsulinMedicationDosage a pho:FixedMedicationDosage.
:AliceCarbIntakePattern a pho:ConsistentPattern; 
     sio:has- attribute        chebi:carbohydrate,
     :AliceCarbIntakePatternSumm,

:AliceCarbIntakePatternCV,     
:AliceCarbIntakeTimeWindow.
:AliceCarbIntakePatternSumm a pho:Summarizer;
      sio:has-value "considerably" .
:AliceCarbIntakePatternCV a stato:CoefficientofVariation;
      sio:has-value "0.99" .
:AliceCarbIntakeTimeWindow a pho:TimeWindow;
      sio:has-value sio:week .

Once the RDF triples from the user’s daily personal logs have been generated, 
we implemented a semantic reasoner to evaluate the generated graph against guide-
lines that determine whether the user has complied with the applicable medical and 
dietary guidelines. To that end, we modeled several ADA guidelines related to diet 
and activity into a computable form using OWL. As an example, consider the fol-
lowing ADA guideline recommendation (American Diabetes Association 2021), 
which we will refer to as ‘Dietary-Guideline-01’:

For individuals whose daily insulin dosing is fixed, a consistent pattern of carbohydrate 
intake with respect to time and amount may be recommended to improve glycemic control 
and reduce the risk of hypoglycemia.

The guideline contains a rule portion that indicates the necessary and sufficient 
conditions, and a directive that indicates what action to take if the rule was evaluated 
to be true. A semantic reasoner can ingest such ADA guidelines implemented as 
rules and the PHKG triples output from the TSS to recommend a course of action in 
the form of a directive,

1 The full form of the prefixes used in the code listings are as follows:

• chebi http://purl.obolibrary.org/obo/chebi#
• owl http://www.w3.org/2002/07/owl#
• pho http://idea.rpi.edu/heals/pho#
• prov http://www.w3.org/ns/prov#
• rdf http://www.w3.org/1999/02/22-rdf-syntax-ns#
• rdfs http://www.w3.org/2000/01/rdf-schema#
• sio http://semanticscience.org/resource/
• stato http://purl.obolibrary.org/obo/stato.owl#
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The rule (i.e., Dietary-Guideline-01) is represented in OWL as follows. First, 
this rule applies an OWL property restriction on any instances of the 
pho:FixedMedicationDosage on its has-attribute property (i.e., our patient 
should be taking a fixed medication dose for this rule to take effect). Then we check 
to see if the patient has been following a pho:ConsistentPattern of 
chebi:carbohydrate consumption, which is again implemented as an OWL 
property restriction.

pho:Dietary-Guideline-01 rdf:type owl:Class ;  
owl:equivalentClass 
[ owl:intersectionOf (

[ rdf:type owl:Restriction ;  
owl:onProperty sio:has-attribute ;
owl:someValuesFrom pho: FixedMedicationDosage ] 

[ rdf:type owl:Restriction ;
owl:onProperty sio:has-attribute ; 
owl:someValuesFrom [

owl:intersectionOf (  
pho:ConsistentPattern

[ rdf:type owl:Restriction ; 
owl:onProperty sio:has-attribute ;
owl:someValuesFrom chebi:carbohydrate ] ) ; 
rdf:type owl:Class] 

] ) ;
rdf:type owl:Class] ; 

rdfs:subClassOf pho:DietaryGuideline ;
rdfs:label "For a diabetic individual, if their daily insulin 

dosing is fixed, and there is a consistent pattern of carbohydrate 
intake with respect to time and amount, that pattern should be main-
tained." .

Note that concepts such as pho:FixedMedicationDosage, 
pho:ConsistentPattern, and chebi:carbohydrate that are mentioned 
in the rule are defined in the corresponding ontologies, i.e. Personal Health Ontology 
(PHO) and Chemical Entities of Biological Interest (ChEBI). For example, the con-
sistent pattern is defined as follows, which indicates that a 
pho:ConsistentPattern should consist of some pho:TimeWindow (i.e., 
week, day, month, etc.) and a pho:Summarizer (slightly, considerably, etc.):
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pho:ConsistentPattern rdf:type owl:Class ; 
    owl:equivalentClass [ 
    owl:intersectionOf (
        [ rdf:type owl:Restriction ; 
              owl:onProperty sio:has-attribute ; 
              owl:someValuesFrom pho:TimeWindow ]
          [ rdf:type owl:Restriction ; 
              owl:onProperty sio:has-attribute ; 
              owl:someValuesFrom pho:Summarizer ] ) ;
    rdf:type owl:Class] ; 
    rdfs:subClassOf pho:TemporalPattern .

The directive is represented in OWL in the following manner. This is a custom 
declaration to suit our specific application, which simply states that if a certain 
PHKG instance is conforming to the above rule, that instance would be classified 
under Dietary-Guideline-01 and has an associated pho:hasDirective
Representation that provides the python programmatic representation for the 
constraints (i.e., the lower and upper limits of the carbohydrate intake along with 
the daily total limit) that would be plugged into KBQA as an input.

pho:ConsistentCarbIntakeDirective rdf:type owl:Class ;  
    owl:equivalentClass [ rdf:type owl:Restriction ;

owl:onProperty sio:has-attribute ; 
owl:someValuesFrom pho:LowCarb] , 
[ rdf:type owl:Restriction ; 
owl:onProperty sio:is-associated-with ; 
owl:allValuesFrom pho:Dietary-Guideline-01] ; 
rdfs:subClassOf pho:Directive ; 
pho:hasDirectiveRepresentation
“””{‘carbohydrate’ : 
{ ‘unit’: ‘g’, ‘meal’ : { ‘type’: ‘range’, ‘lower’ : ‘30’,
‘upper’: ‘45’}, ‘daily total’ : ‘150’}}""" ;
rdf:label "Baseline carbohydrate level should be 30g - 45g 

per carbs per meal and for the whole day 150g max.".

Using the available set of OWL formalizations for ADA guidelines and the 
PHKG, a semantic reasoner can be used to infer whether our user, i.e., Alice, has 
been adhering to behaviors consistent with the guidelines. A corresponding set of 
rules can be created to capture any cases of guideline violations. Then the semantic 
representations allow us first to identify the eventual deviation and then to provide 
evidence-based recommendations based on their lifestyle and diabetes condition.

Ongoing and future work is focused on expanding the set of addressable queries 
and integrating personal health records with the PHO.  Therefore, our ongoing 
work includes: (1) expanding the PHO to further accommodate concepts important 
for comparing behaviors to ADA guidelines, (2) applying the semantic data 
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dictionary (Rashid et  al. 2020) approach to the conversion of personal health 
records into RDF triples that are consistent with the PHO, and (3) linking the 
PHKG to other semantic resources such as the Healthy LifeStyle (HeLiS) ontology 
(Dragoni et al. 2018).

 Personalizing Dietary Recommendations

In this section, we present the personalized food recommender pFoodReq (Chen 
et al. 2021), a recommender system for answering questions that seek relevant food 
recommendations (e.g., “What is a Chinese dish with beef that does not include 
ginger?”). pFoodReq frames the recommender problem as that of performing 
knowledge base question and answering (KBQA). While recommender systems 
(De Croon et al. 2021) need not use semantic technologies, KBQA methods do, by 
definition, require a knowledge graph. Specifically, KBQA systems assume that a 
subset of the nodes in the knowledge graph contains answers to a general class of 
questions, and that the relationships between graph entities are useful for identify-
ing good answers. Typically, questions are posed in natural language and the func-
tion of the KBQA system is to efficiently and effectively identify relevant and 
correct answers to the question, from the knowledge graph. Here, we will describe 
the specific approach used by pFoodReq to retrieve recipes from the 
FoodKG. Figure 10.4 shows the core elements of the pFoodReq system. At the heart 
of the system is a KBQA component that retrieves recipes from the FoodKG. In 
Fig. 10.4, the “User Dietary Needs & Preferences” could be extracted from users’ 

User

Food KG

Personal
Food Log

Recipe
Recommendations

User Question

Knowledge Base Q&A

Expanded User
Question

User
Dietary Needs
& Preferences

(i)

(iii)

(ii)

Fig. 10.4 Illustration of how a user’s question is combined with a directive regarding the user’s 
general dietary needs and preferences to produce an expanded question that is provided to a KBQA 
model, resulting in a set of recipes retrieved from the Food Knowledge Graph
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PHKG by a semantic reasoner, as presented in Sect. “Populating a Personal Health 
Knowledge Graph with Personalized Assessments of Dietary Needs and 
Preferences”.

The KBQA model in pFoodReq has been trained to retrieve recipes from the 
FoodKG as answers to questions that are expressed as a combination of ‘positive’ 
(i.e., attributes to be included) and ‘negative’ (attributes to be excluded) con-
straints. Attributes that can be accommodated include recipe ingredients (e.g., 
mushrooms, peanuts), nutritional content (e.g., carbohydrates, fat), and cuisine/
diet/dish type (e.g., Korean, vegan, dessert). Examples of these questions are: 
What are jellies recipes that contain orange? What turkish or dinner-party recipes 
can I cook without milk? Can you recommend low protein russian recipes which 
have onions? Although the user’s question (refer to (i) in Fig. 10.4) represents the 
user’s immediate preferences, people with diabetes also have long-term health 
needs. For example, according to the ADA guidelines (American Diabetes 
Association 2021), diabetics may need to control their caloric intake, target high 
fiber foods, or avoid carbohydrates with high protein content. Since any recipes 
recommended by pFoodReq would be expected to accommodate these needs, 
pFoodReq may expand the user’s question (refer to (ii) in Fig. 10.4) to include 
constraints related to these needs, even though the user does not include them in 
their question. For example, the user’s question “What turkish or dinner- party 
recipes can I cook without milk?” would be expanded by pFoodReq to become 
“What turkish or dinner-party recipes can I cook without milk and includes carbo-
hydrates within the desired range of 5 g to 30 g?” In general, if a user typically 
avoids certain foods, these foods can also be appended to the user’s question as a 
negative constraint.

Rather than semantically parsing the user’s natural language questions and con-
verting them into SPARQL queries, pFoodReq adopts an information retrieval 
approach that relies on a large training set of ‘ground-truth’ questions and answers 
to train a deep learning model that learns how to locate good answers to a question 
from the FoodKG. However, questions with positive and negative constraints are not 
easily represented in deep learning models. Hence, a new approach for using deep 
learning to handle these positive and negative constraints was implemented in the 
KBQA model in pFoodReq. Intuitively, the deep learning model learns associations 
between words in the question sentence and the corresponding answer (recipe) 
entity, or entities, and its nearby (recipe and non-recipe) entities and relationships in 
the knowledge graph. Unlike a SPARQL query (without an OPTIONAL clause), 
which would treat all answers satisfying the query as equally relevant, pFoodReq’s 
deep learning KBQA approach produces a continuous, scalar score for each candi-
date answer, allowing them to be ranked in priority of ‘relevance.’ These rankings 
are generated by comparing learned representations of the candidate recipe answers 
(Li and Zaki 2020) with recipes in the user’s historical food log and assigning higher 
scores to recipe answers that are more semantically similar to recipes in the food log 
(refer to (iii) in Fig.  10.4). The full details of the deep learning model used for 
KBQA in pFoodReq are provided in an earlier methodological paper by Chen, Wu 
and Zaki (Chen et al. 2019).
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 Summary

In this chapter, we have described how semantic technologies and machine learn-
ing can be used to bring both logic and learning to personal health applications. 
We have shared two use cases related to supporting dietary behaviors for people 
with diabetes. In our first use case, we showed how semantic technologies and 
data mining were used to extract, represent and reason over applicable dietary 
health guidelines and past user behaviors, resulting in a personal health knowl-
edge graph that contains knowledge about a user’s health preferences and needs. 
In our second use case, the user’s health preferences and needs provide context to 
a user’s question, allowing the recommendations to the user to consider the user’s 
immediate and ongoing interests. There remains a significant opportunity to 
enhance and expand upon the ideas presented in this chapter. For example, the 
scope of the PHO is still limited, as are the number of ADA guidelines represented 
in OWL and the types of RDF triples that the TSS generates. Several dimensions 
of the user context could also be incorporated, such as geographical location, 
social context and financial constraints. Additionally, KBQA remains an active 
area of research from both a methodological and an application-oriented 
perspective.

A major advantage of using semantic models (particularly in comparison to 
machine learning models) is that they are inherently interpretable, and therefore 
amenable to providing explanations for their results. Readers are referred to works 
by Dragoni et al. (Dragoni et al. 2020; Dragoni et al. 2018), which present state-of-
the- art applications of semantics for explainable, personalized health insights. 
Further, extending the work described in this chapter, we are modeling an ontology 
for food and diet recommendation explanations, called the Food Explanation 
Ontology (FEO) (Padhiar et al. 2021). FEO can be used to generate various types of 
explanations, such as contextual, contrastive, and counterfactual. Many of these fac-
ets can supplement the clinically relevant personal health applications in promoting 
effective behavior change through suitable explanations. Ideally, a personal health 
application would be able to provide explanations for any suggestions and recom-
mendations, to improve their overall understanding of their health condition, the 
health guidelines, and their behaviors.

To keep the scope of this chapter amenable to readers new to semantic technolo-
gies, we have limited our discussion to the most salient and essential ideas and 
trends. There is a vast body of literature on semantic technologies, such as various 
reasoning techniques (higher order (Eiter et  al. 2006), probabilistic (Giugno and 
Lukasiewicz 2002), causal (Gudivada et  al. 2008)), OWL2 profiles (Motik et  al. 
2009), and linking data using protocols such as Linked Data Platform 
(Mihindukulasooriya et al. 2013), all of which are quite useful when considering the 
next generation personal health applications powered by semantics. The software 
and ontologies described in this chapter are available at https://github.
com/semantics-for-personal-health/semantics-for- 
personal- health.github.io. This work was conducted as part of the 
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Health Empowerment by Analytics, Learning and Semantics (HEALS) project 
(HEALS 2017). The primary goal of the HEALS (Health Empowerment by 
Analytics, Learning, and Semantics) project is to apply advanced cognitive comput-
ing capabilities to help people understand and improve their own health conditions.
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Chapter 11
Privacy Predictive Models for Homecare 
Patient Sensing

Luyi Sun, Bian Yang, Egil Utheim, and Hao Luo

Abstract The pace of population aging has promoted the development of homec-
are monitoring systems and assisted living technologies. On the one hand, these 
technologies are supposed to help patients and the elderly at home to get help in any 
medical emergencies. On the other hand, such monitoring systems have raised the 
concern about patients’ privacy. Though privacy-enhancing technologies for homec-
are sensing have been developed to protect patients’ privacy, there have been few 
researches on patients’ privacy attitudes towards different homecare sensing tech-
nologies, which may impact the practical performance of these sensing systems. 
Since individuals have different privacy attitudes towards the sensing systems and 
their needs in health monitoring, it would be interesting for the healthcare service 
providers and technology vendors to know about patients’ privacy attitudes and how 
to model them into actionable privacy settings. In this chapter, we discuss the 
research state of the arts in this area and describe a preliminary study on this topic 
conducted recently. The chapter includes the following parts: first, an overview of 
homecare sensing and assisted living technologies; second, patients’ privacy atti-
tudes towards healthcare monitoring and video surveillance systems; third, legal 
and ethical considerations of using camera for patient monitoring; and finally, our 
findings from the preliminary study consists of focus group discussions and ques-
tionnaire used to collect people’s privacy attitudes, and test results of applying dif-
ferent methods to predict patients’ privacy preferences.
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 Introduction

The deployment of intelligent sensing services today brings people great conve-
nience. For instance, the broad deployment of video surveillance in recent years 
causes lots of benefits. In supermarkets, banks, airports, or any other public places, 
it helps detect events and suspicious behaviors, therefore enhancing security and 
safety (Socha and Kogut 2020). For patients at home or nursing homes, installing 
cameras helps people, especially health staff, to determine whether the care given to 
them is appropriate (Socha and Kogut 2020). For example, if accidents happen, the 
video surveillance system can detect and report it, and health care providers will be 
able to take measures in time. In the commercial sector, service providers can adopt 
intelligent sensing services to help them gather and analyze the user data, and then 
reach target consumers based on the analysis results (Adelman et al. 2014).

Nevertheless, in the meantime, these intelligent sensing services make preserving 
one’s privacy increasingly tricky because people may have different attitudes 
towards these intelligent sensing services regarding how they could collect and use 
the collected data. Though the European General Data Protection Regulation 
(GDPR) endows data subjects with the right to be informed about the collection and 
use of their personal data (Anon. 2015), i.e., the data subject has the right to grant or 
deny permissions for a service provider to access his/her personal data, data subjects 
have very few technical tools to encode their needs in privacy and to define how their 
personal data is used by the service provider. If a patient lacks the awareness and 
knowledge of exercising his/her privacy rights, it will increase the service provider’s 
difficulty to preserve their privacy appropriately (Art. 13 GDPR and Art. 14 GDPR 
n.d.; Anon. n.d.-a). Even if patients are aware of their privacy needs, they often have 
no other choices but to give a Yes-or-No-to-All consent in order to use a service 

Learning Objectives
 1. Knowledge of the state of the arts in privacy-preserving health monitoring 

technologies
 2. Knowledge of needs and concerns towards health monitoring technologies 

and the associated legal and ethical context
 3. Skills in organizing focus group discussions and questionnaires to collect 

the privacy preference and the knowledge of preliminary analysis results 
from the collected data

 4. Skills of using qualitative methods for characterizing personal privacy 
preferences and using quantitative methods for predicting personal privacy 
decisions

 5. Skills of creating the personal privacy models and summarizing the limit 
of current work
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(Annenberg School for Communication 2015). The previous studies have reflected 
this phenomenon. According to a survey conducted in the U.S., most people give 
consents to sharing their personal data in exchange for free services (Annenberg 
School for Communication 2015). As a matter of fact, the study has revealed that 
more people believe they have already lost control of their personal information 
even though they are not willing to. Human behavior is another factor that can 
impact one’s privacy decision-making because people have the tendency to choose 
the default option and maintain the status quo (Annenberg School for Communication 
2015). Another study from the Norwegian Data Protection Authority also found how 
the questions about consent are asked can affect whether one says yes or no to give 
a consent (Anon. 2019). In addition to that, the two surveys carried out in the study 
have also shown that demographic characteristics, such as age, gender, and educa-
tion, may influence one’s tendency to give a consent to share his/her personal data.

There are other challenges with regard to giving a consent. Medical decision- 
making is one of the complicated challenges. Though researchers are facilitating the 
implementation of shared decision-making (SDM), an SDM scheme does not pro-
vide solutions when patients are incapable of making decisions (Anon. n.d.-b). 
Pursuant to Article 9 (Art. 7 GDPR n.d.) in the GDPR, “when the hospital is moni-
toring a patient who is physically or legally incapable of giving his consent, in order 
to protect the vital interests of the patients, the data controller has to justify the 
necessity of processing special categories of data.” Although according to Recital 
46 (Vollmer 2020), vital interests only cover the essential interest of a data subject’s 
life, parents and legal guardians, as well as health care providers (HCPs), rather than 
the patients themselves, have significant roles in medical decision-making under 
certain circumstances. Based on the fact that different people have their own ten-
dency to give a consent, and some decisions must be made case by case (Coughlin 
2018), it could be useful to develop personal privacy models so that consents could 
be given based on one’s personal privacy model as a possible reference for guard-
ians. A privacy model is developed from learning one’s privacy preferences previ-
ously indicated or captured from life events. When a patient is receiving a healthcare 
service, his or her own privacy preferences will be recorded by the system. As time 
goes by, when the patient loses the cognitive ability to make rational decisions, this 
privacy model may be referred to for inferring a decision respecting the patient’s 
“willingness” learned from previous incidents. Another daily-life use case of such a 
personal privacy model is to use it as a privacy setting template that can be learned 
and configured automatically on the IoT endpoints or services without the need of 
administrating the configuration one by one manually.

With the challenges we have mentioned above, we attempt to construct a privacy 
model based on individual’s preferences and serve as a reference when one is giving 
consents to the deployment of patient sensing systems.

The rest of the chapter is organized as follows: In Sect. “Related Works”, we 
provide an overview of the state of the arts of homecare sensing and assisted living 
technologies, people’s privacy attitudes towards them, as well as their legal and ethi-
cal context. In Sect. “Description of the Questionnaire Design and Predictor 
Selection”, we describe the design of our questionnaire, model selection, and result 
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analysis. And in Sect. “Challenges, Opportunities, and Future Scope”, we discuss 
and understand the problems in the created models and suggest potential approaches 
to testing the questionnaire in a larger group of people in the future.

 Related Works

In this section, we will first introduce and provide an overview of the homecare 
monitoring systems and assisted living technologies. Next, we’ll discuss people’s 
privacy attitudes and concerns about ambient assisted living technologies. Finally, 
the legal and ethical considerations, as well as the problem of privacy paradox, will 
be discussed.

 The State of the Arts: Homecare Monitoring System 
and Assisted Living Technologies

Homecare monitoring systems today allow the elderly to stay independent and 
healthier and therefore age in place (Caine 2009). In the meantime, not only older 
adults but also patients with chronic diseases can benefit from the homecare moni-
toring systems. From a financial perspective, it will cost less for a person to stay at 
his or her home rather than stay in an assisted living facility (Caine 2009). From 
another perspective, it eases the burden of the healthcare service providers and 
healthcare organizations as well as assisted living facilities because it helps save 
medical resources.

With the benefits we have listed above, a large number of medical devices for 
homecare monitoring have been designed to meet the requirements of different 
groups of people. These healthcare devices and services for home care can be cate-
gorized into three groups (Magjarevic 2007): First, stationary medical devices 
which are used to measure physiological parameters like blood pressure, electrocar-
diogram (ECG), and photoplethysmography (PPG) regularly. Second, embedded 
devices are used to raise alarms in case of a medical emergency or safety accident. 
Third, wearable sensors and sensor networks are used to monitor physiological 
parameters continuously (Magjarevic 2007). Apart from the technologies that can 
achieve the prevention of diseases, researchers are making efforts to substitute tra-
ditional sensors with smart textiles in health monitoring as well (Lymberis and 
Paradiso 2008).

Applying the medical devices and the homecare technologies and implementing 
them into a system is another area. Many implemented systems and architectures 
are designed for ambient assisted living (AAL). The GiraffPlus system (Palumbo 
et al. 2014), which is funded by EU FP7,1 for example, is a complete system that 

1 http://www.giraffplus.eu/
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collects daily behavioral and physiological data from distributed sensors. Currently, 
smart homes are the commonly used assisted living technology that serves as a 
facilitating factor for independent living of older adults (Thorstensen 2018). Some 
smart home projects in the EU through the use of AAL technologies include iDorm 
(Pounds-Cornish and Holmes 2002), PROSAFE (Chan et al. 2005) and CareLab 
(Nick and Becker 2007).

Apart from smart homes and healthcare devices like mobile and wearable sen-
sors, assistive robots are developed to help the elderly to overcome their physical 
limitations by helping them with their daily activities (Rashidi and Mihailidis 2013). 
These assistive robots have different functions based on their types (Rashidi and 
Mihailidis 2013; Lawton 1990): robots assisting with activities of daily living 
(ADL) can help with tasks such as feeding, grooming, bathing, and dressing, etc. 
Robots assisting with instrumental activities of daily living (IADL) can help with 
activities such as housekeeping (iRobot® n.d.), meal preparation, medication man-
agement, laundry, shopping, telephone use, etc. Robots assisting with enhanced 
activities of daily living (EADL) can help with tasks such as hobbies, social com-
munication, and new learning (Smarr et al. 2011).

In Norway, there are various assisted living technology projects currently. To 
illustrate, the Assisted Living Project (ALP) led by Oslo and Akershus University 
College aims at the use of welfare technology among the elderly with mild cognitive 
difficulties and develop smart technological solutions for them. It has shown that 
cognitive impairment is one of the factors which impedes people from staying at 
home independently for a longer time. The researcher intends to overcome this 
problem by applying machine learning and developing self-learning systems for 
those who suffer mild cognitive impairment. (Assisted Living-prosjektet n.d.)

 Privacy Attitudes and Concerns in Homecare 
Monitoring Systems

It is significant to preserve privacy and confidentiality when designing the assisted 
living technologies. All communications should be encrypted and secure to avoid 
invasive threats (Rashidi and Mihailidis 2013). However, not only the privacy of the 
system and data processing procedures should be taken into consideration, but also 
people’s privacy concerns and their willingness to disclose their information in a 
monitoring environment.

Currently, a series of privacy research for homecare monitoring systems are 
focusing on ensuring users’ awareness and control of when and to whom their infor-
mation is transmitted. According to a scenario provided by Kelly E. Caine (Caine 
2009), for an old adult who wants to live in his or her own home, a visual sensing 
system will enable someone to check up on him and provide help when needed. In 
this way, his/her privacy is not only affected by the technology but also possibly 
traded with his/her well-being. Another survey carried out by the Oregon Center for 
Aging and Technology (ORCATECH) invited older adult participants to the 

11 Privacy Predictive Models for Homecare Patient Sensing



226

Intelligent Systems for Assessment of Aging Changes study (ISAAC) regarding 
their privacy attitudes about unobtrusive home monitoring (Boise et al. 2013). From 
the previous focus group and interviews (Andersson et  al. 2002) and surveys 
(Malone et al. 2005) the researchers found that older adults have seen the value of 
the monitoring systems, expressed their willingness to adopt in-home monitoring 
technologies, and had relatively few concerns about privacy or security. But most of 
the studies have not considered how participation over time may affect people’s 
privacy attitudes and response to the technologies (Boise et al. 2013). Therefore, the 
researchers in the ISAAC study tested participants at two surveys, the baseline sur-
vey which happened at the beginning and year one survey which happened after 
1 year, to examine the change of attitudes and concerns over time and to measure 
their willingness to share health data with the healthcare service provider or family 
members.

 Legal and Ethical Consideration Regarding Homecare Sensing

A paper regarding privacy and future consent in smart homes (Thorstensen 2018) 
found out several ethic issues which should be considered for future consent giving. 
First, the General Data Protection Regulation (GDPR) has stated in Article 14 that 
the controller shall provide the data subject with “meaningful information about the 
logic involved, as well as the significance and the envisaged consequences of such 
processing for the data subject” (Art. 14 GDPR n.d.). Second, it has also been stated 
in Article 5 that personal data shall follow the data minimization principle, and it 
shall be “adequate, relevant and limited to what is necessary in relation to the pur-
poses for which they are processed” (Art. 5 GDPR n.d.). Third, Article 22 has stipu-
lated that “the data subject shall have the right not to be subject to a decision based 
solely on automated processing, including profiling, which produces legal effects 
concerning him or her or similarly significantly affects him or her”, but it shall not 
apply when the automated decision-making “is based on the data subject’s explicit 
consent” (Art. 22 GDPR n.d.).The second issue might cause conflicts for data con-
trollers because providing appropriate care services may need more data collected, 
which seems to be against the data minimization principle, while the first and third 
cases clarify the importance of making the data subject informed and have a thor-
ough understanding of the automated decision-making and the background so that 
they can give informed consents.

 The Privacy Paradox

Even though individuals’ privacy attitudes and preferences are collected, there is a 
phenomenon known as the privacy paradox (Barth and de Jong 2017). The term 
privacy paradox was raised by Norberg in 2007 (Norberg et al. 2007). It was raised 
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because research has revealed that there are discrepancies between user privacy 
attitudes and user privacy behavior. Norberg’s study confirmed the hypothesis that 
individuals would disclose more personal information than their stated intentions 
indicated, and decision-making takes place on an irrational level rather than a ratio-
nal level to a great extent (Barth and de Jong 2017). Considering this phenomenon, 
we aim to set up several user groups in our research. One is “text-based” and partici-
pants’ privacy attitudes are collected online or via papers. While another one will be 
“situated” and participants will be invited to a real-world environment to provide 
their privacy preferences. We plan to compare the results from these groups and 
validate if privacy paradox exists. In the next sections, we are going to describe the 
experiment of the first group. The situated group will be presented in our future work.

 Description of the Questionnaire Design 
and Predictor Selection

Based on the background and the state-of-the-art work we mentioned, our research 
intends to develop personal privacy models based on one’s personal privacy atti-
tudes, analyze the patients’ privacy preferences towards homecare patient sensing, 
and investigate the legal and ethical background of homecare patient sensing. In this 
vein, we conducted a series of studies to collect and analyze people’s opinions and 
privacy attitudes.

To prepare for a large-scale study in the future, we recruited 20 participants as a 
preliminary study for our research project this round. These participants are divided 
into five groups. (1) four employees/students from the department of information 
security and communication technology in NTNU (2) four employees/students 
from the department of public health and nursing or department of health science in 
NTNU (3) four health management staff from health organizations (4) four people 
over sixties from their private homes in Norway (5) four people over sixties from 
their private homes in Indonesia.

The first four groups of participants are recruited from Norway. Since patients or 
the elderly who stay at home are the targeted people who are most in need of homec-
are monitoring, their privacy preferences are of great value to us. Thus, we planned 
to invite two groups of people over sixties to take part in the research. Because of 
the limited time and COVID-19 in Norway, it’s hard for us to recruit enough old 
people in Norway. Therefore, the participants of the last group are recruited from 
Indonesia.

Second, we conducted five focus group discussions, each of which consists of 
four participants from the same group and one moderator, who is not a member of 
the group but will inspire the participants and guide the discussion. Then we col-
lected people’s privacy attitudes regarding their privacy towards home sensing 
through the online questionnaire. The focus group discussions are conducted before 
the questionnaire because the questions in the focus group discussion will raise 
participants’ privacy awareness and help them have a better overview of the project 
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when answering the questionnaire. Finally, we analyze the collected data and select 
some algorithms to derive a privacy predictive model.

 Focus Group Discussion

Focus groups are usually conducted by a moderator, and it is easier to have a homo-
geneous group as people with the similar background may find it easier to talk with 
each other (Adams and Cox 2008). A focus group discussion before distributing the 
questionnaire can help participants have a better understanding of the research proj-
ect and give more practical answers to the questionnaire. In common cases, the 
number of participants who take part in the discussion should not be larger than 
eight and smaller than three (Adams and Cox 2008). The first focus group discus-
sion is conducted offline. Nevertheless, due to the COVID-19 situation, the other 
four focus group discussion in this research are conducted virtually. The partici-
pants in Group 4 and Group 5 don’t have to work, and it’s easy to get them together 
for a discussion. But it’s difficult for us to get all the participants in Group 2 and 
Group 3 together at the same time online. Therefore, the participants in these two 
groups are divided into two subgroups practically, and a subgroup consisting of two 
people is invited into the discussion online. The moderator conveys the answers of 
the first subgroup to the second subgroup and contacts the first subgroup if new 
ideas are raised up by the second subgroup.

A consent form and an information letter are distributed to the participants. And 
everyone is informed of the background of the research in the information letter. 
The following questions are asked in each session:

Q1: List a few activities (e.g., getting dressed, taking a shower) monitored by the 
monitoring system (e.g., camera, microphone, etc.) that may concern your privacy 
at home.

Q2: Rank the following factors in terms of importance for you, related to the 
monitoring system – (1) my health status; (2) my privacy and dignity; (3) medical 
emergencies; (4) disturbance to my family member and other caregivers; (5) how 
much I should pay for the system.

Q3: List the indoor places that you think are private, semi-private, public 
at home.

A summarization of the findings is described below.
When asked about the activities at home, the participants in Group 1 state that 

taking a shower, having sex with partners, playing with children may concern their 
privacy. Then the moderator asks about their attitudes towards talking with someone 
else in the house. One participant doesn’t think that speaking with a girlfriend or 
someone else is private because if he calls someone else for help, it can help him a 
lot if the system can monitor him. If he were the elderly, he would not consider dial-
ing a phone number is private because he thinks most of the phone numbers are not 
private. Another participant says that watching a laptop and using a bank account 
can be private for him, and the monitoring system can even identify some sensitive 
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information by the audio. But the participants agree that even sensitive information 
can be protected, and privacy-enhancing technologies can be used from technolo-
gists’ perspective. The participants in Group 2 and Group 3 agree that showering, 
dressing, sleeping are the most private activities at home. Different from the partici-
pant in Group 1 who thinks that talking with others doesn’t affect his privacy, a 
participant in Group 2 thinks talking with others is sensitive, and he even doesn’t 
want anything to be published when he is talking on the phone. Another participant 
in Group 2 claims that she thinks every room in her house is private, and she doesn’t 
want any activities to be monitored. She takes the example of her daughter and says 
even if she wants to monitor her daughter to ensure her safety, she has to respect her 
privacy and dignity. So she has to accept the possibility of risks and prefers not to 
monitor her. Apart from the activities above, the participants in Group 5 add that 
praying unless it’s a congregational prayer can concern their privacy as well.

When asked to rank the factors from the most to the least important to them, 
many participants in the first three groups take medical emergency and privacy as 
the most important factors. And they claim that the importance could change over 
time based on their health status. The participants who think all the activities are 
private hold the view that privacy and dignity are the most important. But a par-
ticipant in Group 2 says she will always set medical emergencies prior to privacy 
and dignity because she has a medical background, and she can bypass privacy 
and dignity when emergencies happen. The unique answer is from a participant 
from Group 3 who is the manager of the healthcare organization. He says since he 
is a doctor, he will say medical emergency is the most important, but if he were 
the patient, he would take it as the least important related to the monitoring sys-
tem because we already have other solutions for medical emergencies. And 
another one in Group 3 thinks privacy and dignity are not so important because 
caregivers should have access to the monitoring system and they can check the 
recordings, and she would trust the caregivers. However, old people from Group 
4 and Group 5 have reached the agreement that their health status is the most 
important factor though they have different cultural background and the discus-
sions are conducted separately. A couple in Group 4 claim that once they need 
help, everything will be public even if they are at home. There will no longer be 
private activities and private rooms in the house. The bathroom and bedroom, 
which should be private in most younger people’s view, are not important to them 
because they need caregivers to assist them in case accidents happen or even help 
them during showers. The most important thing for them is that their laptop should 
be kept private and should not be monitored at all so that no one will take their 
credentials. It coincides with our findings from the previous groups that financial 
activities should be protected.

When asked about the participants’ interpretation of private, semi-private, and 
public places in a house, we got the two most common responses. Some of them 
regard bedrooms and bathrooms are the most private places in a house. When asked 
about the rest parts of the rooms, most of them have shown their hesitation because 
it’s hard to distinguish the privacy level, and they provide various answers; However, 
some insist that all places in a house are private. The latter participants have already 
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given their answer in the first question that they don’t want any activities to be moni-
tored at all in their houses.

 Questionnaire Design and Data Collection

In the questionnaire, we asked the participants about nine scenarios to gather their 
privacy preferences for daily activities that they may encounter at home. These sce-
narios differed from each other and are the combination of the following three con-
textual parameters: place, activity, and incident.

The criteria categorization of the contextual parameters in the scenarios shown in 
Table 11.1 are:

Place Distinguishing the level of privacy that certain spaces demand in a house is 
an important though difficult part. There is no sufficient evidence defining the pri-
vate levels in a house by now. Though according to the interview and focus groups 
conducted by the researchers (Abbott-Chapman and Robertson 2009), adolescents 
have shown the preferences of redefining the boundaries of private spaces like 
homes, especially their own bedrooms, and places in the natural environment, we 
lack the standard or regulation of the boundary in a house. Besides, digital spaces 
and the existence of social media make things more complex (Lincoln 2015). A 
doctoral thesis regarding video mediated communication (VMC) stated that rather 
than the traditional concept where the boundaries between public space and private 
space are precise, video conferences could link private and public at home 

Table 11.1 Scenario parameters

Place (A1) (1)  Private level 1 Bedroom
Bathroom

(2)  Private level 2 Living room
Activity (A2) (1)  Most sensitive activities Getting dressed

Taking a shower
(2)  Sensitive activities Processing personal finance
(3)  Normal activities Sitting by the bed

Making the bed
Washing hands
Talking with friends
Putting things in place

Incident (A3) (1)  Medical emergency Have a heart attack
Hurt in a slip/stumble-and-fall accident
Suffer a syncope

(2)  Chronic disease symptom Facial weakness detected
Barely noticeable tremor detected

(3)  Other incidents Get a heavy cough
Suffer a sharp injury
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(Junestrand 2004). Spaces in a home where you can be seen and heard by a VMC 
session should become public, while places where you can not be seen nor be heard, 
should become private in the new and specific sense.

As has been mentioned in the focus group discussion section, the answers we get 
from the participants concerning the private level in a house are different. To get the 
subdivision results, we adopt the interpretation of the former group of people who 
hold the view that bedrooms and bathrooms are the most private places in a house. 
Because of the lack of standard division of the places in a house and unified inter-
pretations by now, we label the places into “private level 1” and “private level 2” 
rather than “private”, “semi-private”, and “public” places.

Activity We put forward three activity levels varying from most sensitive activities 
to normal activities based on their privacy level. In our research, the most sensitive 
activities include getting dressed, taking a shower; the sensitive activities include 
processing personal finance, while all the other activities are categorized into nor-
mal activities.

Incident The incidents that people might need healthcare help are consist of a 
medical emergency (have a heart attack, suffer a syncope), chronic disease symp-
toms (facial weakness detected which might be a symptom of facial nerve paralysis 
(Altuntas et al. 1998), barely noticeable tremor detected which might be a symptom 
of Parkinson’s disease (Mayo Clinic n.d.), and other incidents.

After providing the participants with scenarios, five questions are asked in each 
scenario: who are the persons they want to inform when the incident happens, how 
they would like the incident to be recorded, how they would like the monitoring 
system to report the incident, the data type they would like to include when report-
ing, and what data (if coded in different privacy levels) they want to report.

 Data Analysis and Algorithm Selection

Scikit-learn, a software machine learning library used for the Python programming 
language and suitable for medium-scale supervised and unsupervised problems, is 
adopted in the data analysis (Pedregosa et  al. 2011). As the training data in our 
research is relatively smaller and concerns multi-class classification problems, tra-
ditional machine learning algorithms used for classification problems like support 
vector machine (SVM) (Anon. n.d.-c), logistic regression (Anon. n.d.-d), and Naïve 
Bayes (Anon. n.d.-e) are selected. These algorithms are also widely used in privacy 
decision support systems. We utilized the place (A1), activity (A2), and incident 
(A3) contextual factors as input features to predict how participants’ preferences 
under different scenarios. We learn machine learning models to predict parameters 
person (Q1), how to be recorded (Q2), how to report (Q3), data type included when 
reporting (Q4), and what to report (Q5). We adopt “one-vs-the-rest” multi-class 
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strategy when using SVM and logistic regression, while we select multinomial 
naïve Bayes classifier, which is suitable for classification with discrete features in 
our experiment (Anon. n.d.-e).

To illustrate, the participants can select multiple options when answering Q1, 
Q3, and Q4. Therefore, despite the order shown in Table 11.2, we rearrange the 
label based on the privacy level of each combination when analyzing the results in 
Table 11.3. The combinations of multi-choices in the first question are ordered from 
the least private to the most private. When a participant informs the caregivers and 
family members at the same time, he/she might get healthcare help in time at the 
cost of disclosing more information to others. If he/she prefers not to inform anyone 
else, we assume the system will protect his privacy, but he/she cannot get medical 
aid in time.

We set the label according to the rearranged order. For example, when the user is 
taking a shower in the bathroom and suffers a syncope by accident, he prefers to 
inform his care service provider for help. He would like the activity to be 

Table 11.2 Privacy preference parameters

Person (Q1) (1)  Care service provider
(2)  A person I am familiar with
(3)  Myself

How to be recorded 
(Q2)

(1)  Continuously recording
(2)  Automatically recording when the incident is detected 
(event-triggered)
(3)  Manually recording (human-triggered) – Voice command
(4)  Manually recording (human-triggered) – Press the button
(5)  No recording at all (not able to send recording data when 
informing people, but a text message or a call still works)

How to report (Q3) (1)  I’d like the person I want to inform to remotely monitor me 
24 h 7 days whenever they like
(2)  The system should report the event automatically after recording 
the incident
(3)  Manually report (human-triggered)—Voice command
(4)  Manually report (human-triggered)—Press the button

Data type included when 
reporting (Q4)

(1)  Video
(2)  Image
(3)  Audio
(4) I would like the technologist to decide it for me
(5)  None of the above (text-only)

What to report (Q5) (1)  Raw recording data
(2)  Privacy-enhanced recording data
(3)  Text message describing the event
(4)  Text message calling for human aids immediately but no 
description of the event
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Table 11.3 Privacy level

Person (Q1) 1.  (1)(2)(3), (1)(2)
2.  (1), (1)(3)
3.  (2)(3), (2)
4.  (3)

How to be recorded (Q2) 1.  (1)
2.  (2)
3.  (3), (4)
4.  (5)

How to report (Q3) 1.  (1)(2)(3)
2.  (1)(2)
3.  (1)(3)
4.  (2)(3)
5.  (1)
6.  (2)
7.  (3)

Data type included when reporting 
(Q4)

1.  (4), (1)(4), (2)(4), (3)(4), (1)(2)(4), (1)(3)(4), (2)(3)(4), 
(1)(2)(3)(4)
2.  (1)(2)(3), (1)(3)
3.  (2)(3)
4.  (1), (3), (1)(2)
5.  (2)
6.  (5)

What to report (Q5) 1.  (1)
2.  (2)
3.  (3)
4.  (4)

continuously monitored but only automatically trigger the recording and store the 
data when the incident happens. He would like the system to report the event auto-
matically after recording the incident. Only privacy-enhanced recording data with a 
video attached will be reported to his care service provider. The labels in this case 
would be: Q1 = 1, Q2 = 2, Q3 = 6, Q4 = 4, Q5 = 2.

 Results

We adopt boxplots to show the distribution of the privacy preferences for all the 
participants P1–20 (see Figs. 11.1, 11.2, 11.3, 11.4 and 11.5). The minimum, first 
quartile, median, third quartile, and maximum are shown in the figures. The orange 
line and green triangle represent the median and mean value of the corresponding 
participant’s preferences.
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Fig. 11.1 Preference distribution of Q1
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Fig. 11.2 Preference distribution of Q2

 Data Analysis and Algorithm Selection

Instead of ten-fold cross-validation, we used five-fold cross-validation accuracy to 
estimate the accuracy of the models because of the limited dataset we collect from 
the participants. Among the three algorithms we select, linear kernel SVM per-
forms the best. Therefore, we present its results instead of the other two in this 
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Fig. 11.3 Preference distribution of Q3
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Fig. 11.4 Preference distribution of Q4

essay. Table  11.4 reports the weighted average accuracy of it. In the table, “P” 
represents a participant, and “G” represents the group which the participant 
belongs to.

We apply the direct observation method to figure out the reasons for the low 
accuracy results we get from Table 11.4 and notice that the “SVM-based” predictor 
works better when predicting the decisions of those who tend to select the same 
options in different scenarios. To validate the observation, we calculate the 
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Fig. 11.5 Preference distribution of Q5

maximum frequency of each person when answering the same question in different 
scenarios and get the results in Table 11.5.

After comparing the results in Table 11.4 and Table 11.5, we come to the conclu-
sion that the more similar preferences the users are provided in these scenarios, the 
better predictive results the model will perform.

In addition to the predictors mentioned above, we utilize the vector quantization 
(VQ) method (Hammer et al. 2014) based on the assumption that privacy decisions 
could be the same as the ones made by the same person earlier under the same or the 
most similar contextual parameter condition. We search the label in the training set 
by calculating the closest Euclidean distance between the training set and test set 
and get the results in Table 11.6.

More intuitively, we plot the line charts of the accuracy of each question in 
Figs.  11.6, 11.7, 11.8, 11.9 and 11.10. The results reflect a positive correlation 
between the “maximum-frequency-based” predictor and the “SVM-based” predic-
tor. In general, these predictors have better performances compared to the “vector- 
quantization- based” predictor.

The mean squared error (MSE) (Anon. n.d.-e) is introduced to measure the qual-
ity of the predictors as well. The closer the MSE is to zero, the better quality the 
predictors are. In Figs.  11.11, 11.12, 11.13, 11.14 and 11.15, we plot the mean 
squared error of the predictors for each question. Other than that, we calculate the 
median value of the dynamic range of each participant’s preferences as a bench-
mark. It is obvious that the MSE of the three predictors are much smaller than that 
of the median value of the dynamic range most of the time.
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Table 11.4 Weighted average accuracy of “SVM-based” predictor

Person Q1 Q2 Q3 Q4 Q5

P1-G1 66.7% 100.0% 88.9% 88.9% 100.0%
P2-G1 100.0% 100.0% 100.0% 100.0% 100.0%
P3-G1 88.9% 66.7% 11.1% 11.1% 66.7%
P4-G1 33.3% 77.8% 100.0% 66.7% 100.0%
P5-G2 88.9% 100.0% 66.7% 88.9% 88.9%
P6-G2 88.9% 100.0% 100.0% 100.0% 100.0%
P7-G2 77.8% 88.9% 11.1% 77.8% 66.7%
P8-G2 77.8% 66.7% 100.0% 88.9% 88.9%
P9-G3 88.9% 66.7% 77.8% 77.8% 77.8%
P10-G3 22.2% 100.0% 77.8% 88.9% 66.7%
P11-G3 100.0% 100.0% 100.0% 100.0% 100.0%
P12-G3 66.7% 66.7% 77.8% 66.7% 100.0%
P13-G4 77.8% 100.0% 100.0% 100.0% 77.8%
P14-G4 55.6% 0.0% 11.1% 100.0% 77.8%
P15-G4 11.1% 77.8% 77.8% 66.7% 77.8%
P16-G4 77.8% 100.0% 77.8% 100.0% 77.8%
P17-G5 22.2% 100.0% 0.0% 88.9% 55.6%
P18-G5 22.2% 66.7% 44.4% 77.8% 33.3%
P19-G5 44.4% 11.1% 33.3% 66.7% 66.7%
P20-G5 11.1% 66.7% 22.2% 11.1% 44.4%

Table 11.5 Weighted average accuracy of “maximum-frequency-based” predictor

Person Q1 Q2 Q3 Q4 Q5

P1-G1 66.7% 100.0% 88.9% 88.9% 100.0%
P2-G1 100.0% 100.0% 100.0% 100.0% 100.0%
P3-G1 44.4% 66.7% 11.1% 55.6% 66.7%
P4-G1 0.0% 77.8% 100.0% 66.7% 100.0%
P5-G2 88.9% 100.0% 66.7% 88.9% 88.9%
P6-G2 88.9% 100.0% 100.0% 100.0% 100.0%
P7-G2 77.8% 88.9% 11.1% 77.8% 66.7%
P8-G2 77.8% 66.7% 100.0% 88.9% 88.9%
P9-G3 88.9% 66.7% 77.8% 77.8% 77.8%
P10-G3 22.2% 100.0% 77.8% 88.9% 66.7%
P11-G3 100.0% 100.0% 100.0% 100.0% 100.0%
P12-G3 66.7% 66.7% 77.8% 66.7% 100.0%
P13-G4 77.8% 100.0% 100.0% 100.0% 77.8%
P14-G4 55.6% 0.0% 11.1% 100.0% 77.8%
P15-G4 11.1% 77.8% 77.8% 66.7% 77.8%
P16-G4 77.8% 100.0% 77.8% 100.0% 77.8%
P17-G5 11.1% 100.0% 0.0% 88.9% 55.6%
P18-G5 55.6% 66.7% 22.2% 77.8% 55.6%
P19-G5 55.6% 11.1% 22.2% 66.7% 66.7%
P20-G5 22.2% 66.7% 33.3% 0.0% 44.4%
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Table 11.6 Weighted average accuracy of “vector-quantization-based” predictor

Person Q1 Q2 Q3 Q4 Q5

P1-G1 88.9% 100.0% 44.4% 77.8% 100.0%
P2-G1 100.0% 100.0% 100.0% 100.0% 100.0%
P3-G1 77.8% 77.8% 44.4% 33.3% 77.8%
P4-G1 55.6% 66.7% 100.0% 77.8% 100.0%
P5-G2 66.7% 100.0% 55.6% 44.4% 77.8%
P6-G2 77.8% 100.0% 100.0% 100.0% 100.0%
P7-G2 44.4% 77.8% 11.1% 55.6% 44.4%
P8-G2 55.6% 22.2% 100.0% 77.8% 77.8%
P9-G3 66.7% 77.8% 55.6% 55.6% 44.4%
P10-G3 44.4% 100.0% 33.3% 77.8% 22.2%
P11-G3 100.0% 100.0% 100.0% 100.0% 100.0%
P12-G3 33.3% 33.3% 44.4% 33.3% 100.0%
P13-G4 88.9% 100.0% 100.0% 100.0% 66.7%
P14-G4 33.3% 33.3% 66.7% 100.0% 55.6%
P15-G4 0.0% 55.6% 88.9% 77.8% 66.7%
P16-G4 55.6% 100.0% 66.7% 100.0% 55.6%
P17-G5 11.1% 100.0% 22.2% 77.8% 44.4%
P18-G5 44.4% 33.3% 0.0% 66.7% 44.4%
P19-G5 22.2% 55.6% 33.3% 22.2% 77.8%
P20-G5 66.7% 55.6% 22.2% 0.0% 11.1%
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Fig. 11.15 Mean squared error of Q5

 Challenges, Opportunities, and Future Scope

To summarize, we introduced three predictors when analyzing the results: “SVM- 
based” predictor, “maximum-frequency-based” predictor, and “vector- quantization- 
based” predictor. The “SVM-based” predictor and “maximum-frequency-based” 
predictor perform well and can help predict an individual’s decision-making to 
some extent. The “maximum-frequency-based” predictor showing good perfor-
mance indicates that most participants have a relatively stable personal model in 
privacy preferences in spite of the varied scenario private levels. However, it relies 
on the assumption that participants have stable preferences in different scenarios. 
For those participants who have given different answers in different scenarios, the 
predictor has shown worse performance, and it might not perform well in newly 
designed scenarios.

We further investigate participants who have fewer stable preferences. Other 
than those participants who tend to provide similar answers under every scenario, 
the rest of participants like P3, P14, P15, P17, P19, and P20 tend to report different 
data types based on privacy level because the privacy levels differ from each other 
in most of the scenarios, they consider disclosing privacy information case by case. 
We contact them again and ask for their opinions. In general, they will not want to 
share more information than the minimum of what is strictly necessary for the care 
providers to assess their situation properly and understand the degree of severity, 
while they will not hold back information that is necessary to understand the inci-
dent. Furthermore, they want the highest level of autonomy, so they want to assess 
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and take care of the situations as much as possible themselves before asking for 
help. Last but not least, some of them consider the scenarios are totally different 
even if we have labeled some scenarios to the same privacy level in our experiments.

In conclusion, with the data we have collected by now, it’s difficult to judge 
whether the “machine-learning-based” predictors can have a good performance on 
a larger scale of the dataset. Even though it has a good performance on participants 
who have stable preferences, there might be a probability that the questionnaire was 
not sufficiently well designed and cannot incentivize the participants to differentiate 
the scenarios. Ideally, we expect the “machine-learning-based” predictors would 
perform better and get more accurate results with the increase of the dataset. More 
scenarios will be designed, and the questionnaire will be distributed to a larger 
group of participants in the future to validate it.

Also, as we have mentioned above, participants’ demographic information, like 
age, religion, education, or nationality, might influence their privacy attitudes. The 
focus group discussion results have also shown that participants with different cul-
tural backgrounds have different privacy considerations. For example, they have 
come up with different private activities. Thus, we will utilize demographic charac-
teristics when developing privacy models in the next step.

Apart from that, because of the privacy paradox phenomenon we have stated 
above, we plan to test the questionnaire in a situated-based environment to ensure 
that participants’ behavior of disclosing information and reporting data is closer to 
reality.

Review Questions
 1. What is actually a personal privacy model? Are there any definitions, literature 

references, or some examples?
 2. As privacy paradox is an important impact in the experiment, how is the phe-

nomenon validated and discussed in the chapter?

Answers
 1. It was stated in the introduction part that a privacy model is developed from 

learning one’s privacy preferences previously indicated or captured from 
life events.

 2. As a matter of fact, the privacy paradox hasn’t been validated yet in the research. 
However, we plan to invite several groups to validate the phenomenon. The 

Clinical Pearls
• We noticed that participants who held the view that all activities should not 

be monitored at home in the first question thought privacy and dignity were 
the most important to them.

• The focus group discussion results have shown that participants with dif-
ferent backgrounds have different privacy considerations.

• The privacy predictive models have been developed and can help with 
medical decision-making in health monitoring to some extent, but they 
may need further investigation.

L. Sun et al.
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group we have invited in the chapter is mainly questionnaire-based and all par-
ticipants are asked to answer the questionnaire. However, in the next step, there 
will be scenario-based groups so that participants will be able to give privacy 
preferences in an environment where they feel the incidents happen in their own 
room. By comparing the results from different groups, we will be able to validate 
the privacy paradox phenomenon.
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Chapter 12
Detecting Personal Health Mentions 
from Social Media Using Supervised 
Machine Learning

Zhijun Yin, Congning Ni, Daniel Fabbri, S. Trent Rosenbloom, 
and Bradley Malin

Abstract Traditional methods for collecting data in support of clinical research 
include prospectively collected surveys, retrospective analyses of existing medical 
records, and a combination of the two. However, these resources are limited in how 
comprehensively their content covers an individual’s life. Non-traditional informa-
tion domains (e.g., online forums and social media) have the potential to supple-
ment the view of an individual’s health. In this chapter, we investigate how people 
disclose their own or others’ health status over a broad range of health issues on 
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Twitter. We applied both traditional and deep learning-based machine learning 
models effectively to detect such online personal health status mentions. We col-
lected more than 250 million tweets via the Twitter streaming API over a  two- month 
period in 2014 and focused on 34 high-impact health issues that were selected based 
on the guidance from the Medical Expenditure Panel Survey. We created a labeled 
corpus of over three thousand tweets via a survey, administered over Amazon 
Mechanical Turk, that documents when terms correspond to mentions of personal 
health issues or an alternative (e.g., a metaphor). We found that Twitter users dis-
closed personal health status for all of the investigated health issues and personal 
health status was disclosed over 50% of the time for 11 out of 34 (33%) investigated 
health issues. We also found that the disclosure rate, as well as the likelihood that 
people disclose their own versus other people’s health status, were dependent on the 
health issue in a statistically significant manner (p < 0.001). While models based on 
traditional machine learning frameworks built upon bag-of-word features led to 
decent performance (AUC = 0.810), models based on deep learning significantly 
boosted performance (AUC =0.885).

Keywords Consumer health · Information retrieval · Machine learning · Social 
media · Natural language processing · Health status mention detection

 Introduction

Traditional methods for collecting data in support of clinical research include pro-
spectively collected surveys (e.g., (Garratt et al. 1993)), retrospective analyses of 
existing medical records (e.g., (Samsa et  al. 2000; Williams et  al. 2000)), and a 
combination of the two (e.g., (Quam et  al. 1993)). Numerous computerized 
approaches to data collection have emerged, with traditional surveys for health 
research moving onto the Internet (Eysenbach and Wyatt 2002) and increasingly 
widespread adoption of electronic medical records (EMRs) that can be mined to 
investigate a wide range of phenotypes (Coorevits et al. 2013; Jensen et al. 2012; 
Rea et  al. 2012). At the same time, these approaches tend to focus only on a 
medically- centric worldview, and they may provide only a partial view of a patient’s 

Learning Objective
 1. Understand the health status disclosure about self and others on Twitter
 2. Learn Twitter data collection, annotation design and deployment, and 

result analysis
 3. Learn to apply both traditional and deep learning-based machine learnings 

for health mention detection
 4. Learn sensitivity analysis on the impact of the training dataset on the 

model performance
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life. Recognizing this limitation, investigators believe that that data contributed 
through non-traditional domains, such as mobile applications (Estrin 2014; Kumar 
et al. 2013; Tomlinson et al. 2013) and online forums where patients self-report on 
their status (Riedl and Riedl 2013; Wicks et al. 2014; Yin et al. 2017; Slemon et al. 
2021), will help provide a more complete view of an individual’s health and popu-
lation-based health trends. Particularly, during the COVID-19 pandemic, online 
environments have been gained popularity for sharing personal health status with 
high social stigma (Slemon et al. 2021; Brewer et al. 2021).

An increasing number of studies demonstrate that the data disseminated via 
social media platforms, such as Twitter, can inform health-related investigations. 
For instance, these studies have shown that such data can be mined to model aggre-
gate trends about health (e.g., detection of statistically significant adverse effects of 
pharmaceuticals (Bian et al. 2012; Mukherjee et al. 2014; Pappa and Stergioulas 
2019; Jose 2020)). Recent investigations have also demonstrated that an individu-
al’s health status can be corroborated by the statements they publish over social 
media platforms (e.g., confirmation of flu diagnoses (Daughton et al. 2020; Ljubic 
et al. 2019)). Despite the power of such investigations, they are limited in that the 
associated approaches do not filter data from social media streams for any arbitrary 
health-related concept.

The objective of this chapter is to investigate how people disclose their own or 
others’ health status over a broad range of health issues on a specific social media 
platform, namely Twitter, and apply both traditional and deep learning-based 
machine learning models to effectively detect such online personal health status 
mentions.

Our research is based on 250 million tweets, collected via the Twitter streaming 
API over a two-month period in 2014. We specifically focus on 34 high-impact 
health issues, which were selected based on the guidance from the Medical 
Expenditure Panel Survey. These include certain high impact health issues investi-
gated in the Medical Expenditure Panel Survey (Medical Expenditure Panel Survey 
Home 2015), such as arthritis, asthma, bronchitis, cancer, diabetes, hypertension, 
and stroke. We created a labeled corpus of several thousand tweets via a survey, 
administered over Amazon Mechanical Turk (MT), that documents when terms cor-
respond to mentions of personal health issues or an alternative (e.g., a metaphor). 
We show that the likelihood an individual self-discloses is dependent on the health 
issues that are communicated. For example, personal health status is revealed more 
than 50% for 11 of the 34 health issues. For certain health issues (e.g., allergies, 
bronchitis, insomnia, migraines, and ulcers), people are more likely to disclose their 
own health status, while for other health issues (e.g., Alzheimer’s, Down syndrome, 
leukemia, miscarriage, and Parkinson’s), people are more likely to disclose another 
person’s status. Our experiments on building health status mention detection classi-
fiers show that while the traditional machine learning models built upon bag-of- 
word features led to a decent performance (AUC  =  0.80), deep learning-based 
approaches boosted model performance (AUC =0.88).
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 Related Work

 Social Media and Health Research

Various investigations have demonstrated that social media can be successfully lev-
eraged to (1) enable individuals to discuss their health status, (2) influence an indi-
vidual’s health behavior and (3) support the analysis of aggregate trends around 
health activities.

First, a certain portion of studies have focused on the extent to which, as well as 
how, social media enables self-reports of health information. Hale et al. (Hale et al. 
2014) showed that users discuss their health conditions on public Facebook pages, 
but recognized that such pages tend to be overly general to attract users to contribute 
to a discussion. However, Bodnar and colleagues (Bodnar et al. 2014) found that 
individuals who use social media discuss certain ailments with high accuracy on 
Twitter. Specifically, this study demonstrated that college students tend to talk about 
their influenza diagnosis and associated symptoms. More generally, Paul et al. (Paul 
and Dredze 2014) performed latent topic model discovery over self-reported health 
status in Twitter to detect complex and potentially novel phenotypes. It has further 
been shown that some Twitter users reveal genome sequencing results (in relation to 
ancestry information according to 23andme.com services) over Twitter (Olejnik 
et al. 2014). Recently, as the rapid development of deep learning framework, it was 
shown that convolutional neural network (CNN) can be applied to effectively iden-
tify personal heath mentions from Twitter (Wang et al. 2020).

Second, there is a growing body of evidence to suggest that social media can 
influence an individual’s health behavior. In certain cases, exploitation of social 
media can bring about negative health behaviors. For instance, based on discussions 
about prescription abuse over Twitter, it was observed that social media may aggra-
vate such problems (Hanson et al. 2013a; Hanson et al. 2013b; Primack et al. 2019). 
In a similar vein, a content analysis of tweets, in association with the demographics 
of the followers of marijuana Twitter handles, showed that social media may allure 
young people to establish substance use patterns. Wilson et  al. also argued that 
social media enables more individuals to be involved in an anti-vaccination move-
ment (Lamb et al. 2013). However, it was also shown that social media can encour-
age more positive changes in health behavior. Notably, it was shown that increasing 
communications with smokers on social media can promote free cessation services 
(Duke et al. 2014; Luo et al. 2021). Moreover, Cobb and colleagues (Cobb et al. 
2014) developed a Facebook application that was able to track the significant ele-
ments of an intervention on smoke cessation. It was also found that the design and 
realization of a community opinion leader model may mitigate the spread of HIV 
(Jaganath et al. 2011) and address the impact of COVID-19 (Quinn 2020).

Third, social media can be mined to identify and characterize aggregate trends 
with respect to health activities. For instance, it was shown that flu trends can be 
effectively extracted from Twitter using standard machine learning strategies 
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(Aramaki et  al. 2011; Xue et  al. 2019). More specifically, the analysis of daily 
tweets across a major metropolitan region (e.g., New York) can enable the predic-
tion of which health issues are currently influencing the health of the public (Nagar 
et al. 2014). Meanwhile, Nagel et al. (Nagel et al. 2013) showed that both the key-
words chosen to filter and create subgroups of tweets affected prediction accuracy. 
Beyond health status, it has been illustrated that the rare or unknown side-effects of 
drugs can be discovered through sentiment analysis over Twitter (Mukherjee 
et al. 2014).

Though social media can support a wide array of health-related investigations, 
there are a number of hurdles to making the associated methodologies scalable. As 
Curtis and colleagues (Curtis 2014) point out, for instance, insufficient procedures 
for protecting participants’ privacy were one of the challenges to recruiting mem-
bers from social media to conduct HIV research. In addition, it was revealed that the 
unreliability of big data and continuous changes of search algorithms contributed to 
failures in the Google Flu Trends program (Lazer et al. 2014).

This work presented in this chapter differs from the aforementioned studies in 
that we focus on personal health status disclosure on Twitter and aimed to detect 
mentions of a broad range of health issues.

 Classification on Social Media

To mine health-related information from social media, it is critical to develop an 
automated classifier. However, tweets are constrained in size and, thus, are com-
posed of limited content. Consequentially, it is essential to define and select dis-
criminative features to support automated health status detection. In certain studies, 
tweets were enriched with features by referencing external sources, such as 
Wikipedia (Gattani et al. 2013; Yang et al. 2014), to improve topic modeling, but 
their generality hamper them in the support of personal health mention detection.

Research has shown that punctuation, emoji characters, hashtags, and the @user-
name designation, and text (including n-grams of words or characters (Banerjee 
et al. 2009)) from the webpage referenced by the URL in a tweet, can form mean-
ingful features for classification purposes (Gattani et al. 2013; Davidov et al. 2010; 
Sriram et  al. 2010). Features generated using natural language processing tools, 
such as part of speech tags and dependencies between terms were also successfully 
incorporated as features in social media classifiers (Lamb et al. 2013; Banerjee et al. 
2012). Recently, other more advanced models were developed to efficiently identify 
personal health mentions. These models included, but were not limited to, figurative 
usage detection with CNN-based methods (Iyer et  al. 2019), permutation-based 
word representation learning (Khan et al. 2020), and based on transformer and deci-
sion tree (Lee et  al. 2020). In this chapter, we applied both traditional machine 
learning models and deep learning-based model to show they perform in personal 
health mention detection tasks on Twitter.
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 Method

 The Personal Health Status Mention Problem

To formalize the problem, we define the notions of personal health status and per-
sonal health mention.

• Definition 1 (Personal Health Status) The condition of a specific person regard-
ing a health issue or symptom.

• Definition 2 (Personal Health Mention) A statement of personal health status in 
social media.

These definitions focus on the health information of the individuals who are poten-
tially identifiable. For instance, tweets such as “my father is cancer free for ten 
years”, “I have to do chemo tomorrow” and “my little cousin has leukemia” are 
representatives of personal health mentions. By contrast, “Local charity doing great 
work to help cancer patients” is not a personal health mention because the subject is 
a group of people as opposed to a specific person.

We treat the problem of personal health mention detection as binary classifica-
tion. We say a tweet is positive if it reveals personal health status and negative oth-
erwise. For example, two MT masters assigned positive labels to each of the first 
three tweets in Table 12.1 (details in Method Section). Yet a term associated with a 
health issue can be uttered on Twitter for many other reasons, such as in a 
metaphorical sense, to express a viewpoint about a health issue in general, or to 

Table 12.1 Examples of tweets related to health issues and the labels obtained through the MT 
survey (Banerjee et al. 2009)

Tweet Label via MT
Positive Master 1 Master 2

I’m suffering from schizophrenia and a little bit of insomnia. Author Author
Prayers for my dad would be appreciated. He has lymphoma.
Thanks for the support everyone.

Relative Relative

didn’t she have a miscarriage like 3 days ago? Someone 
else

Someone 
else

Negative
you’re gonna give Viv a heart attack Metaphor Metaphor
Even after Bill Gates relentless support and millions of dollars
Poured into Malaria research, we are not successful.

Viewpoint Viewpoint

Praying I don’t have pneumonia Worry Worry
Ambiguous
Cheerios say she’ll never have to worry about dieting. Too bad with 
2:1 sodium to cal, she’ll have to worry about high blood pressure.

Metaphor Someone 
else

Yooo soo i walk out my apt and here this girl screaming for help. 
Apparently, she kneed her testicular cancer bf in the nuts repeatedly.

Metaphor Someone 
else

Memorial find. 10% of your bills went to leukemia and lymphoma 
research. When amber was around she brightened everyone’s day in 
one way.

Viewpoint Someone 
else
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communicate a worry. The next three tweets in Table  12.1 provide examples of 
these reasons respectively.

Given their brevity, tweets often have limited context. Consequentially, assigning a 
class label to a tweet is substantially more challenging than detecting if a given tweet 
communicates status of the author. The last three tweets in Table 12.1 illustrates this 
observation, where MT masters assigned different option labels to the same tweet.

In this chapter, we study how people disclose personal health statuses on Twitter 
and present a personal health mentions detection system for Twitter stream. 
Specifically, we decompose this investigation into the following four hypotheses:

• H1: People discuss personal health status on Twitter.
• H2: Personal health status disclosure rate is health issue dependent.
• H3: The likelihood that people disclose their own versus other people’s personal 

health status is health issue dependent.
• H4: Personal health status mention classifiers that are based on deep learning 

models are more scalable than those traditional models working on bag-of-word 
features.

 Construction of a Health Mention Corpus

To create a labeled corpus of health status mentions, we solicited annotators through 
MT. Specifically, we randomly selected 100 tweets for each of the 34 health issues 
(see Fig. 12.1), and set up a survey for labeling a corpus on MT. For each tweet, we 
directed two MT masters to select the best of seven options that describes how the 
tweet uses the health issue:

 1. Author. The tweet discloses the health status of the author. (e.g., going to get my 
last chemo treatment)

 2. Relative or friend. The tweet discloses the health status of the author’s family 
members or friends. (e.g., my uncle just found out he has cancer; my friend Tom 
has been cancer free for 4 years)

 3. Someone else. The tweet discloses the health status of someone else, excluding 
the author, the author’s family members and friends. (e.g., She has hypertension; 
Donald Sterling Is Battling Cancer)

 4. Metaphor. The tweet uses the health issue as a metaphor (e.g., he is a cancer; the 
game makes me high blood pressure)

 5. Viewpoint. The tweet expresses a viewpoint on the health issue, or some kind of 
support to general patients with the health issue (excluding those specific per-
sons mentioned in option 1, 2 and 3). (e.g., I think cancer is horrible; Guys I’m 
#feelingnuts raising awareness for testicular cancer I’m nominating; Breast 
Cancer Awareness Month is JUST around the corner)

 6. Worry. The tweet expresses a worry about the health issue. (e.g., I hope I don’t 
get cancer by using my cell phone)

 7. N/A. None of the above
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Fig. 12.1 The extent to which people tweet about themselves versus others when disclosing per-
sonal health status. Note that this is a stacked bar chart, such that the sum of the author and others 
proportions corresponds to the overall proportion of positive instances (Yin et al. 2015)

These options represent the common usage of most health issues. In this study, the 
positive class includes the labels of author, relative or friend, and someone else. The 
negative class consists of labels for metaphor, viewpoint and worry. Table 12.1 pro-
vides examples of tweets and the labels supplied by the MT masters. The last option 
label, N/A, which means none of the above, is also treated as a negative label in this 
investigation because it was observed (by the authors) that such labels were gener-
ally negative. For instance, these include tweets with job related information, which 
is spam that has nothing to do with a personal health mention. Each tweet that 
received conflicted labels from the two MT masters was labeled by a third MT mas-
ter to break the tie.

 Health Mention Classifiers

We consider two groups of classification models. The first group of classifiers con-
sists of four common traditional machine learning models: logistic regression (LR), 
random forest (RFC), k-nearest-neighbors (KNN), and support vector machines 
within linear kernels (SVC). Previous investigations verified the effectiveness of 
such classifiers (Lamb et al. 2013), (Gattani et al. 2013; Davidov et al. 2010; Sriram 
et al. 2010; Banerjee et al. 2012). We applied their implementation in the sklearn 
package (version 0.24) in our experiments.

For these models, we proposed to use the following types of features:
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• Linguistic categories extracted by using Linguistic Inquiry and Word Count 
(LIWC). LIWC is a popular tool that is applied in computational social science 
to extract linguistic categories as features to learn a broad range of topics, includ-
ing but are not limited to mental health.

• Bag-of-word features with word count as feature values.
• Bag-of-word features with term frequency inverse document frequency (TFIDF) 

as feature values. TFIDF is a classic statistic in natural language processing to 
quantify the importance of word to a document in a data corpus. A higher TFIDF 
value in a tweet suggests the related word is more likely to differentiate this tweet 
from tweets in the data corpus.

• N-gram characters (2 ≤ N ≤ 5) with TFIDF as feature values.

The second group of classifiers consists of deep learning-based models. The past 
decade has witnessed dramatic advances in deep learning and its application in 
image, video and natural language processing (NLP) (Zhang et al. 2018). Particularly, 
in NLP, how to effectively capture the semantic information, context, or sequential 
patterns within the language into machine learning models is a key to improve 
model performance. For example, word2vec is a static low dimensional representa-
tion learning technique that can capture the word semantic (Mikolov et al. 2013). 
However, a limitation of such static representation learning is that each term can 
only have a unique embedding vector no matter what context it is in. By contrast, 
the transformer, or other models built upon its components, such as Bidirectional 
Encoder Representations from Transformers (BERT) (Devlin et al. 2018), can effec-
tively capture the dynamic context information. For example, BERT is designed to 
pre-train deep bidirectional representations in the unlabeled text by jointly perform-
ing conditional preprocessing on the left and right contexts of all layers (Wicks 
et al. 2014).

We apply four deep learning classifiers based on Long Short-Term Memory net-
work (LSTM) and BERT, and implement these models using PyTorch (version 
1.4.0) and transformers (version 3.5.1).

• A Long Short-Term Memory model with one hot representation of each tweet 
(LSTM-One-Hot). LSTM is a recurrent neural network (RNN) model which 
aims to mitigate the vanishing gradient issues and capture long-distance 
dependency.

• An LSTM with word2vec representation of each tweet (LSTM-Word2vec). In 
this model, we replaced the input of the LSTM-One-Hot model with the word2vec 
representation of each term in a tweet. Comparing one-hot sparse representation, 
word2vec representation can be applied to measure the semantic similarity 
between two words by calculating the cosine similarity of their related vectors, 
which may lead to a better model performance. In this study, we adopted the 
Google pre-trained word2vec, word2vec-google-news-300, to build vector repre-
sentation of each term in a tweet.

• A Bi-directional LSTM model with attention using word2vec features (Bi- 
LSTM- Attention). Attention is a mechanism to improve model performance in 
RNN models (Vaswani et al. 2017). In this study, we used the last hidden state to 
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compute the attention scores with the previous hidden states in a LSTM model 
and feed the weighted average of the hidden states into another fully connected 
neural network to make the prediction.

• BERT Fine-Tuning Model (BERT-Fine-Tuning). While BERT model can be 
used to generate vector presentation for each tweet, which can be used to train 
traditional machine learning models, a common application of BERT is to re-fine 
all the model parameters together with the downstream classification task. In this 
study, we used Google pretrain BERT model, bert-base-uncased, and refine the 
model with the health mention detection task.

 Performance Measures

To assess model performance, we rely upon accuracy, precision, recall, F1 and area 
under ROC (AUC). In our setting, Accuracy corresponds to the proportion of the 
tweets classified correctly. Precision corresponds to the proportion of tweets classi-
fied as positive that are in fact positive. Recall corresponds to the fraction of real 
positive tweets that are classified as positive. F1 is a balanced measure between 
precision and recall which is defined as 2 * precision * recall / (precision + recall). 
It should be noted that the accuracy, precision, recall and F1 are measured based on 
a default decision boundary of 0.5. In other words, a tweet will be classified as posi-
tive class if the predicted probability is above 0.5. Otherwise, it will be classified as 
negative class. AUC measures the overall performance of models.

 Experimental Methodology

For each experiment, we stratify the tweets and generate 10 train-test sets. In doing 
so, (1) each set preserves the proportion of samples for each positive (negative) 
class and (2) the data is partitioned, such that we train on 80% of the tweets while 
we test on the remaining 20%. To control the comparison, the size of the training set 
for each compared classifier is equivalent. We use paired a t-test to compare model 
performance at a significance level of 0.05.

 Results

 Dataset

We used the Twitter streaming API to filter for tweets between May 7, 2014 and July 
23, 2014 that were (1) published in the contiguous United States according to their 
geolocation and (2) written in the English language only. A total of 261,468,446 
tweets were subject to a filter composed of keywords for 34 health issues (Yin et al. 
2015), resulting in 281, 357 tweets (0.11%) for further investigation.
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Table 12.2 Strength of agreement in labeling 34 health issues (100 tweets for each health issues)

Strength Good (0.61–0.80) Moderate (0.41–0.60) Fair (0.21–0.40) Poor (<0.20)
Health issues 15 14 5 1

The annotation was performed on MT in 2014, and the strength of agreement 
(based on Kappa scores) between two annotators are summarized in Table 12.2. The 
results confirmed the reliability of the MT masters’ tasks.

 How People Disclose Personal Health Status on Twitter

To demonstrate the opportunities for a personal health mention detection system, 
we investigate H1, H2 and H3. We chose 100 tweets at random for each of the 34 
health issues as shown along the x-axis of Fig. 12.1, to generate the gold standard 
dataset. These health issues are based on common and high impact health issues as 
defined by the Medical Expenditure Panel Survey (Medical Expenditure Panel 
Survey Home 2015).

Figure 12.1 illustrates how often people disclose their own health status as 
opposed to other individuals’ status. The black bar, “About Author”, represents the 
proportion of positive tweets with the author label. The gray bar, “About Others”, 
represents the proportion of positive tweets with the label relative or friends and 
someone else. For a specific health issue, the sum of the two values is equal to the 
proportion of positive tweets for this health issue. For example, 40% of the tweets 
about miscarriages (40 out of 100) disclosed other people’s status, while only 12% 
(12 out of 100) disclosed the author’s status (such that 52% of the tweets (52 out of 
100) were positive instances).

To test hypothesis H2 (personal health status disclosure rate) and H3 (who the 
disclosure is about), we define the following null hypotheses:

• H2o: The rate of positive and negative tweets is independent of the health issues.
• H3o: The rate of tweets disclosing the author’s health status and others’ health 

status is independent of the health issues.

To test these hypotheses, we used the gold standard dataset, which (due to random-
ness) represents 100 samples from each of the 34 distributions regarding how peo-
ple disclose health status. To test H2, we applied a Chi-square test on the number of 
positive tweets and the number of negative tweets in each health issue samples. To 
test hypothesis H3, we applied a Spearman Correlation test on the rate of tweets 
disclosing the author’s health status and the rate of tweets disclosing the others’ 
health status. We set the α level of significance to 0.05.

The analysis yielded several notable findings related to the first three hypotheses.

• People disclose personal health status on Twitter for a range of health issues 
(H1): The disclosure rate for each of the 34 health issues is greater than 9%. 
There are 29 health issues with disclosure rates greater than 20% and 11 health 
issues with disclosure rates greater than 50%. The latter group includes allergies, 
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anemia, arthritis, asthma, bronchitis, insomnia, kidney stones, migraines, mis-
carriages, pneumonia, thyroid problems, and ulcers.

• Health status disclosure rate is dependent on the health issue, χ2 (33, 
N = 100) = 697, p < 0.001: For instance, more than 80% of the tweets about 
migraines and allergies communicate personal health status. By contrast, only 
∼10% of tweets about obesity and heart attacks communicate personal health 
status. Bronchitis exhibits the largest proportion of tweets (88 out of 100) that 
disclose personal health status, while smallpox exhibits the smallest proportion 
(9 out of 100).

• The likelihood that people disclose their own versus other people’s health 
status is dependent on the health issue, Z = −5.745, p < 0.001: For instance, 
69% of tweets about insomnia (69 out of 100) disclose the author’s personal 
health statuses compared, while only 1% (1 out of 100) disclose another per-
son’s status. By contrast, 1% of the tweets for Down syndrome (1 out of 100) 
disclose the author’s status, while 21% (21 out of 100) disclose another per-
son’s status.

 Classification Results

While each health issue has a different percentage of health mention tweets, the 
dataset is relatively balanced when all of the labeled tweets are merged together. We 
applied these 3400 annotated tweets to build and test each proposed classifier. 
Table 12.3 shows the model performance of traditional machine learning models. 
From the table, it can be seen that character n-gram features with TFIDF values 
results in the best performance in all of the measures. Particularly, with character 
n-gram features, LR has the largest average performance in accuracy (0.750), F1 
(0.688), and AUC (0.810), RFC has the largest average precision (0.741), and SVC 
has the largest recall (0.662).

While there are less than 100 semantic features extracted using LIWC, RFC with 
such features has weaker but quite similar model performance (e.g., AUC = 0.800) 
with RFC with character n-gram features. However, it should be noted that accu-
racy, precision, recall and F1 are measured under a default decision boundary of 
0.50, and a different decision boundary will lead to different results (e.g., a higher 
precision but lower recall).

Table 12.4 shows the performance of the deep learning-based models. The BERT 
Fine-Tuning model achieves the best performance and the smallest variance on all 
of the measures (p < 0.001) when comparing with other deep learning-based mod-
els. It also outperforms all the traditional model learning models in each measure 
(p < 0.001). Additionally, Bi-LSTM-Attention outperforms the traditional models 
in AUC (p = 0.002), F1 (p < 0.001), and recall (p < 0.001). However, it does not 
statistically outperform the traditional models in accuracy and has a lower precision 
(p < 0.001).
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Table 12.3 The performance of the traditional models. The best performance in each measure is 
highlighted using bold font

Model Measure LIWC Word Count Word TF-IDF Character N-Gram TFIDF

LR Accuracy 0.723 (0.011) 0.718 (0.013) 0.715 (0.016) 0.750 (0.007)
Precision 0.689 (0.020) 0.683 (0.019) 0.675 (0.021) 0.720 (0.016)
Recall 0.618 (0.028) 0.607 (0.020) 0.616 (0.030) 0.659 (0.022)
F1 0.651 (0.016) 0.643 (0.016) 0.644 (0.023) 0.688 (0.010)
AUC 0.791 (0.012) 0.776 (0.019) 0.775 (0.017) 0.810 (0.007)

RFC Accuracy 0.732 (0.012) 0.701 (0.019) 0.707 (0.019) 0.745 (0.010)
Precision 0.716 (0.020) 0.651 (0.03) 0.661 (0.028) 0.741 (0.022)
Recall 0.599 (0.024) 0.620 (0.025) 0.614 (0.024) 0.602 (0.020)
F1 0.652 (0.018) 0.634 (0.021) 0.637 (0.021) 0.664 (0.013)
AUC 0.800 (0.009) 0.751 (0.016) 0.754 (0.019) 0.810 (0.014)

KNN Accuracy 0.660 (0.025) 0.684 (0.020) 0.690 (0.022) 0.711 (0.016)
Precision 0.597 (0.031) 0.648 (0.036) 0.650 (0.033) 0.670 (0.023)
Recall 0.575 (0.035) 0.540 (0.032) 0.564 (0.03) 0.611 (0.023)
F1 0.585 (0.032) 0.588 (0.023) 0.604 (0.026) 0.639 (0.020)
AUC 0.704 (0.027) 0.722 (0.024) 0.731 (0.029) 0.764 (0.015)

SVC Accuracy 0.629 (0.056) 0.719 (0.013) 0.713 (0.015) 0.745 (0.010)
Precision 0.667 (0.095) 0.683 (0.018) 0.673 (0.02) 0.709 (0.017)
Recall 0.386 (0.268) 0.610 (0.023) 0.611 (0.027) 0.662 (0.022)
F1 0.416 (0.175) 0.644 (0.018) 0.640 (0.021) 0.685 (0.013)
AUC 0.716 (0.039) 0.775 (0.018) 0.774 (0.017) 0.806 (0.008)

Table 12.4 The performance of the deep learning-based models

Model Accuracy Precision Recall F1 AUC

LSTM-One-Hot 0.742 (0.012) 0.686 (0.022) 0.708 (0.032) 0.696 (0.014) 0.813 (0.012)
LSTM-Word2vec 0.740 (0.010) 0.695 (0.026) 0.680 (0.036) 0.686 (0.012) 0.814 (0.010)
Bi-LSTM-Attention 0.754 (0.013) 0.689 (0.030) 0.758 (0.046) 0.720 (0.012) 0.829 (0.008)
BERT-Fine-Tuning 0.813 (0.009) 0.781 (0.011) 0.769 (0.023) 0.775 (0.013) 0.885 (0.011)

 Sensitivity Analysis

Figure 12.2 shows how the model performance change with different sizes of train-
ing data. Here, we use Logistic regression and BERT Fine-Tuning as examples to 
show the number of training tweets will affect model performance. From the figure, 
we can observe that Logistic Regression reaches the largest mean of AUC between 
1000 and 1500 training tweets. After that its performance drops a little bit but not 
significantly. By contrast, the BERT Fine-Tuning model experiences two turning 
points at 500 and 1500 training tweets, respectively. However, unlike the Logistic 
Regression, the BERT Fine-Tunning model still has consistent performance increase 
in a moderate rate as the number of training tweets surpasses 1500. This suggests 
that our annotated data is sufficient to train a traditional machine learning model 
well. While the performance of deep learning-based models might be improved by 
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Fig. 12.2 AUC of the Logistic Regression and BERT Fine-Tuning models with different numbers 
of training tweets. The shaded area shows the one standard deviation of the AUC. The AUCs are 
collected from the 10 training-test data splits

bringing additional labeled data, the marginal benefits are expected to be limited, 
considering the cost of data annotation.

 Discussion

 Principal Findings

There are several notable findings from this investigation. First, Twitter users dis-
close the health status of themselves and others. Second, the health status disclosure 
rate appears to depend on the health issue. Third, how people disclose their own and 
other people’s health status may also be health issue dependent. Fourth, tweets 
related with a small group of health issues can train a scalable classifier to detect 
health mentions on Twitter streams.

The traditional classification model results show that character n-grams features 
help build better models than word features. This may be because character n-grams 
are less sensitive than words to the noisy tweets where misspellings are not uncom-
mon. While semantic features extracted using LIWC, from the perspective of 
dimension reduction, compress the information communicated in each tweet much 
more than the thousands of raw words or n-gram features, the models built upon 
LIWC features achieve similar performance as the models built upon words or 
n-gram features. This suggests that the semantic categories matter in recognizing 
health mentions. Our experiments on building models to detect health mentions in 
tweets adds the evidence that deep learning-based model, especially transfer learn-
ing using BERT, improve the performance of text classification. With over three 
thousand annotated tweets, Bi-LSTM with attention model did not substantially 
outperform standard LSTM models.
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 Impact on Health-Related Research

According to this investigation, roughly 44% of the tweets containing health issue 
keywords disclose personal health status. We believe there is a potential for infor-
mation to assist healthcare professionals in learning about their patients or their 
patients’ family medical history, information often missing in the EMRs. This 
indicates that social media platforms, such as Twitter contains huge amount of 
personal health care related information that may complement traditional EMRs in 
research and practice. We recognize that we must still verify the veracity of such 
data, but the opportunity exists, nonetheless.

 Limitations

We wish to highlight several limitations of this investigation. First, two parame-
ters to extract tweets from Twitter streams require configuration: (1) the set of 
keywords invoked in the filter and (2) the geolocation applied to discover tweets. 
Compared to keywords, geolocation can filter tweets disseminated by authorita-
tive organizations (due to the absence of “coordinates” and “place” information 
in these tweets), such as the American Cancer Society, and thus greatly reduce 
noise. However, it should be noted that invoking such a filter can also exclude the 
tweets of individuals who choose not to disclose their location. A second limita-
tion exists in the survey provided to the MT masters for labeling the corpus. 
Specifically, we assumed the N/A option was a member of the negative class, but 
this could be an incorrect assumption in certain instances. Third, this investiga-
tion was restricted to only 34 health-related issues, which is clearly only a sample 
of all possible health issues. The keywords filter service can be enhanced by 
integrating a laymen health vocabulary (Vydiswaran et al. 2014). Given that this 
study shows there is (1) high variability in the rate at which people tweet about a 
certain health issue and (2) to whom the statement of health issue corresponds, it 
will be critical to investigate how these methods fare in the context of other health 
issues. Finally, each of our annotation task relied on two independent annotators 
and a third annotator if there was a conflict existing in labels from the first two 
annotators. It has been shown that the optimal number of annotators to obtain 
reliable results may be around ten (Carvalho et al. 2016), and the quality of anno-
tation results can be improved by providing additional training to annotators (Jha 
et al. 2010; Sabou et al. 2014; Simperl 2015; Gadiraju et al. 2015; Hube et al. 
2019). While the average inner annotator agreement in our data show that these 
might not be a critical issue to this task, future studies should investigate whether 
such an empirical value is still valid in health mention labeling tasks.
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 Future Work

We envision several opportunities for extending this work. First, we believe the 
scalability of the classifier may be improved by determining the minimal set of 
health issues and features (e.g., more complicated grammar features). Second, 
while deep learning-based models prove to be effective in capturing the language 
context within a single tweet, we anticipate that the performance of the classifier 
could be improved by accounting for other context, such as dialogue, relationships 
in the network, and profile information as new supplemental features. Third, the 
model performance could be improved by continuing to train BERT model with a 
large number of unlabeled tweets before fine-tuning it. Finally, while the rate that 
health status is disclosed for the author versus other individuals is dependent upon 
the considered health issue, further investigation is required to determine what 
drives this disparity. We suspect, for instance, that it may be dependent on the 
sensitivity and severity of health issues, but this is only a conjecture.

 Conclusions

In this chapter, we show that health status mentions can be effectively detected 
from Twitter using machine learning, especially deep learning, algorithms. At the 
same time, we illustrate that the information communicated through such men-
tions can disclose the health status of the authors and other individuals at a wide 
range of rates. Our findings set the stage to build a scalable system to efficiently 
extract such health mentions from online environments to make them useful in 
practice.
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Clinical Pearls
 1. People disclose not only their health conditions but also the health status 

of other people, suggesting the challenge of privacy protection in online 
environments and the necessity of considering both self- and other-health 
status disclosure when using such data for accurate public health 
surveillance.

 2. Deep learning-based models, especially those based on large pre-trained 
language models, can be applied to handle health mention detection 
effectively.

Z. Yin et al.



263

Review Questions
 1. Does a deep learning-based model consistently outperform a traditional model 

in short text classification (e.g., health mention detection on Twitter)?
 2. Does the rate of self-health status disclosure depend on disease?

Answers
 1. It depends. When the training dataset is not large, RNN-based models (e.g., 

vanilla RNN or Attention-based RNN) can hardly beat the traditional models 
(e.g., random forest, SVM, or logistic regression). However, BERT fine-tuning 
is exceptional. This deep learning model fine-tunes the learned context from a 
much larger data corpus to better classify health status on a small dataset.

 2. Yes. Depend on the disease. For example, people tend to disclose their health 
status for common health issues like allergies and insomnia. By contrast, people 
tend to disclose others’ health status for severe diseases such as Alzheimer’s 
disease and heart attack.
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Chapter 13
Common Data Models (CDMs):  
The Basic Building Blocks for Fostering 
Public Health Surveillance and Population  
Health Research Using Distributed Data 
Networks (DDNs)

Pradeep S. B. Podila

Abstract Data is considered as a valued asset due to its inherent nature to shed 
light on key information and pave pathways for actionable intelligence or insights. 
About 80% of the information collected during healthcare visits is documented in 
electronic format within the electronic health records (EHRs). The timely availabil-
ity of the data captured with EHRs for use by hospitals, federal or state entities, and 
local public health agencies (LPHAs) is key component for chalking out strategic 
visioning and planning, and for public/population health efforts. But the rate at 
which the data is growing is many fold greater than the rate at which it could be 
shared outside of the healthcare entity where it was generated due to privacy and 
security concerns. In addition, healthcare also deals with an infinite array of vulner-
abilities such as phishing attacks, ransomware attacks, malware attacks and thefts of 
laptops and electronic devices with patient identifiable information (PII) or pro-
tected health information (PHI).

Due to these concerns, and the way information is stored within different sys-
tems or databases across healthcare organizations makes it even more challenging 
to share data for multi-institutional collaborations. A possible solution to address 
this multi-dimensional challenge is conforming organizational data to a common 
format, known as a Common Data Model (CDM). This chapter sheds light on the 
concept of CDM, its key principles, and highlights the ways in which such models 
can help support health services research and public health surveillance.
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 Introduction

The wide spread adoption (Magnuson and Dixon 2020) of electronic health records 
(EHR) supported by the federal initiatives and explosion in the use of the consumer 
electronics like wearables and smart devices has resulted in the continuous genera-
tion of electronic health data. EHRs allow for the systematic collection and manage-
ment of an individual’s health information in a form that can be shared across health 
care settings and can help inform public health. About 80% of the information col-
lected during healthcare visits is currently documented in electronic format within 
EHRs. For example, EHRs contain many key variables that can help with public 
health emergencies (e.g., influenza pandemics, terrorist attacks). Although EHRs 
have their own shortcomings they can support with data for studies that inform key 
public health decisions during the times of emergencies and outbreaks.

For example, a timely availability of such data assets for use by hospitals, federal 
or state entities, and public health agencies (PHAs) is key component for chalking 
out healthcare/public health strategic visioning and planning preventative and pub-
lic/population health efforts; and emergency preparedness activities during pan-
demics such as severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) 
i.e., COVID-19. Hence, the utilization of a large number of records from multiple 
healthcare entities could help fill gaps and provide mission-critical answers to phy-
sicians, care givers, researchers, administrators, public health officials, and the gen-
eral public to better chalk out the strategies.

 Data as the Organizational Asset

Data is considered as a valued asset by many organizations due to its inherent nature 
to help unearth nuggets of key information and pave pathways for actionable intel-
ligence or insights. Hence, it can also be referred to as the currency of the modern 
world (or) as the new earth as unless explored valuable resources such as minerals, 
and fertile lands for crops which are essential for the existence and survival of the 
humans could not be easily found. The ability to deftly tap into resources to draw 
insights from data can serve as the ultimate deciding factor as to whether an 

Learning Objectives
 1. A detailed introduction to Common Data Models (CDMs).
 2. A step-by-step guidance on the process by which potential participating 

sites or members of a DDN could build CDMs.
 3. Highlight the governance policies and their significance in fostering the 

public and population health efforts.
 4. Share specific examples from the most popular Distributed Health Data 

Networks (DHDNs) like HSCRN, OMOP, PCORnet etc.,
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organization succeeds or fails in meeting the expectations of its stakeholders or 
customer base or end users.

 Discordance between Data Growth and Data Sharing

The data generated or captured by healthcare organizations or hospital systems has 
many uses. It helps the organization where it has been originally collected for car-
rying out day-to-day business or operations as well as for supporting community 
services, population health efforts and health services research. In addition to that, 
such data also serves as a great resource for governmental organizations such as the 
federal or state or local public health agencies to better understand the needs of the 
population in those focused regions as well as to build disease registries to track the 
progress of conditions such as diabetes, hypertension, cardiovascular disease, can-
cer, stroke, and health vulnerabilities. In other words, the utility of healthcare data 
goes beyond assisting the parent organization in generating revenue ($) by adding 
value from a societal aspect.

But the rate at which the data is growing due to the multitude of touchpoints and 
devices that capture the key information during an individual’s healthcare encounter 
is many fold greater than the rate at which it could be shared outside of the health-
care entity where it was generated for health services research/population health 
and/or public health research and surveillance purposes. This is due to the sensitiv-
ity that comes with the healthcare data. Data security has become the number one 
priority for healthcare organizations, especially in the wake of an increased number 
of hacking episodes, ransomware attacks, and high profile data breaches. In addition 
to this, healthcare also deals with an infinite array of vulnerabilities such as phishing 
attacks, malware attacks and thefts of laptops and electronic devices with patient 
identifiable information (PII) or protected health information (PHI). This has made 
federal government bring in more stringent rules to protect the information of an 
individual.

In the United States, the Health Insurance Portability and Accountability Act 
(HIPAA) signed into law in August 1996 has led to the development of HIPAA 
Privacy Rule (2003) and HIPAA Security Rule (2005). The Security Rule and the 
Health Information Technology for Economic and Clinical Health Act (HITECH) 
of 2009 comes with a very long list of necessary technical safeguards for organiza-
tions storing PII/PHI in addition to data transmission, security authentication proto-
cols, access controls, audit checks and integrity checks to ensure information is not 
tampered with. In spite of all such efforts, the fallibility of humans (staff members) 
in handling sensitive information such as PII or PHI and adhering to best practices 
can complicate matters by resulting in security breaches. Due to this healthcare 
institutes and hospital systems have been so used to keeping their institutional data 
close to their chest and always go through serious considerations and essential data 
governance protocols and procedures such as - business associate agreements 
(BAAs) or data use agreements (DUAs) or data sharing agreements (DSAs) before 
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sharing any sensitive or non-sensitive institutional information outside of their insti-
tutional boundaries.

 Alleviating the Concerns of Data Owners

The U.S. Department of Health and Human Services (HHS) stressed the importance 
of increasing access to population-level data sources by integrating data systems to 
drive health planning and research. Establishing Distributed Data Network (DDN) 
infrastructures have been proposed as tools to support—(1) health services research, 
(2) evaluation of interventions and comparative effectiveness and patient-centered 
outcomes research (CE/PCOR), and (3) public health surveillance. DDNs have been 
gaining momentum due to the increased concerns related to data sharing, privacy, 
and governance. They are a paradigm shift (Popovic 2015) in health data sharing. 
Data is not centralized within a DDN; rather, it resides behind the firewalls of the 
participating organizations or disparate data sources within the network. They exist 
based on the presumption that participating organizations have standardized their 
in-house or organizational-level data to a single data schema known as a common 
data model (CDM). Let’s take a look at the concept of a data model (DM) before 
taking a deep-dive into a CDM.

 Data Models (DMs) and their Critical Building Blocks

Data Models (DMs) serve as organizational mechanisms for simplifying complex 
operational activities or research questions by providing a structure to the data. 
They are considered as the fundamentals for good database design and can be used 
broadly to represent either a database schema or a CDM. They are made up of enti-
ties i.e., objects or concepts related to the data that needs to be tracked and eventu-
ally become a table or tables in a database. In other words, the table of a database 
is a physical construct, whereas an entity is a logical construct and they are both 
expressions of the same concept. This does not necessarily imply that there is a 1:1 
mapping between entities (objects or concepts) and tables. For example, in one 
instance, a single entity might require multiple tables to capture entity-related data, 
whereas in another instance a single table might combine data about multiple enti-
ties. Tables consist of rows and columns. They are uniquely named within a data-
base and contain related data to facilitate operations, such as queries that use unique 
table names to extract specific data to answer the question of interest.

DMs are created by a process called data modeling. Data modeling is a step often 
performed during the software application design and development or whenever 
changes are to be made to the data elements within a database to support the real- 
world operational environment or research questions (PopMedNet n.d.). It occurs at 
three levels—(i) conceptual, (ii) logical, and (iii) physical. The complexity increases 
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from conceptual to logical to physical, and is highlighted in the below table along 
with the steps that occur at each of these levels (Table 13.1).

For example, let us say we have a database called ‘FREQUENT_FLYERS’ with 
multiple tables. Frequent Flyers are those patients who have high utilization of a 
hospital’s Emergency Department. Such patient population is sometimes referred to 
as super-utilizers. For simplicity, let’s assume it has two tables named PATIENT and 
ENCOUNTER to help evaluate the healthcare utilization characteristics of patients 
over time. The three levels of DMs are explained in Figs. 13.1, 13.2, and 13.3 below. 
The conceptual DM for the example database ‘FREQUENT_FLYERS’ in Fig. 13.1 
highlights the operational question of interest i.e., healthcare utilization of patients 
over time.

The logical DM in Fig. 13.2 highlights the attributes (columns or data variables) 
supported by both the tables (PATIENT and ENCOUNTER) and the relationships 
between the attributes.

The logical DM in Fig. 13.3 delves into the details of the constraints of attributes 
and the type of relationship i.e., One-to-Many (1: M) that exists between the tables 

Table 13.1 The three levels of Data Models

Data Model 
(DM) Level Purpose (What does this define?) Features

Conceptual WHAT the DM contains? Identifies the high-level entities and 
relationships among them.

Logical HOW the DM should be 
implemented without getting into 
the specifics of the database? 
Management system (DBMS) 
i.e., Oracle or Microsoft SQL or 
Microsoft access etc.,

1.  Identifies:
(a) all entities and relationships among them.
(b) Attributes for all entities, and specifies 
keys (primary key (PK) and foreign key 
(FK)).
2.  Applies normalization i.e., a technique to 
minimize data redundancy.

Physical HOW the DM will be 
implemented using a specific 
DBMS?

1.  Transforms:
(a) Entities into tables,
(b) Attributes into columns, and
(c) Relationships into foreign keys.
2.  Specifies constraints, and defines the 
exact data types, lengths and default values 
for the columns.

Database: FREQUENT_FLYERS

PATIENT

(Entity) (Entity)

ENCOUNTERS

Fig. 13.1 Conceptual DM 
of FREQUENT_FLYERS 
database: Highlights 
“WHAT the DM contains?”
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MRN (PK): VARCHAR(20)

PATIENT

ENCOUNTER

Encounter ID (PK): VARCHAR(20)
MRN (FK): VARCHAR(20)

Date of Birth: DATE

Encounter Type: NCHAR(2)
Admitted Date: DATE
Discharged Date: DATE
Location: NCHAR(1)
Disposition: NCHAR(2)

Gender : NCHAR(1)
Race: NCHAR(2)

Table

Table

(1:M)

Database: FREQUENT_FLYERS

Note:
•  Entity: Table
•  Relationship: 1:M (One-to-Many) i.e., relationship between attributes
    [A patient may have multiple encounters]
•  PK: Primary Key
•  FK: Foreign Key
•  Constraints: VARCHAR(20), DATE, NCHAR(1), NCHAR(2) 

Fig. 13.3 Physical DM of FREQUENT_FLYERS database: Highlights “HOW the DM will be 
implemented?” using a specific database management system (DBMS)

MRN (PK)

PATIENT
ENCOUNTER

Encounter ID (PK)
MRN (FK)

Date of Birth

Encounter Type
Admitted Date
Discharged Date
Location
Disposition

Gender
Race

(Entity)
Keys

Attributes

(Entity)

Relationship
(1:M)

Database: FREQUENT_FLYERS

Fig. 13.2 Logical DM of FREQUENT_FLYERS database: Highlights “HOW the DM should be 
implemented?” without getting into specifics of database management system (DBMS)

(PATIENT and ENCOUNTER) within the FREQUENT_FLYERS database. A pri-
mary key (PK) is a used to uniquely identify a column or data variable in the table 
whereas the foreign key (FK) is a column (data variable) or a set of columns (data 
variables) in a table whose values correspond to the values of the PK in another 
table. In this example, MRN is a unique identifier for a patient within the healthcare 
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system and does not change with multiple encounters whereas, the same patient is 
assigned unique ENCOUNTER_ID for each healthcare interaction with the hospital 
system to help capture the medical reason that led to the visit. It is also important to 
note that, MRN which is a PK field cannot have NULL values. The data type 
VARCHAR (20) for MRN implies that the maximum allowable characters for this 
field are up to 20. NCHAR stores fixed length of Unicode characters. Similarly, a 
data type of NCHAR (1) for Gender implies that M is used for Male, F for Female, 
O for Other and N for Unknown/Missing; and NCHAR (2) for Race implies that AA 
is used for Black or African American, W for White or Caucasian, H for Hispanic.

Attributes are also known as columns or fields and they help describe the charac-
teristics of the entity. For example, the attributes listed in the PATIENT table—
MRN, Date of Birth, Gender, and Race help describe the demographic data for each 
patient. Similarly, the attributes listed in the ENCOUNTER table—Encounter ID, 
MRN, Encounter Type, Admitted Date, Discharged Date, Location, and Disposition 
help describe the encounters of patients over time. Some patients may have only one 
encounter, while others have more than one (i.e., there exists an association among 
entities). This association is known as a relationship and there are three types of 
relationships – One to Many (1: M), Many to Many (M: M), and One to One (1:1).

Some of the attributes represent domains and have a set of possible values, also 
known as value sets. For example, the domain “Gender” has several value sets like: 
Male (M), Female (F), and Unknown (UNK) whereas the domain “Race” has values 
sets including: African American (AA), Caucasian (C), Hispanic (H), Asian (A), 
and Other (O). Finally, constraints are restrictions or rules placed on data. They help 
ensure data integrity (i.e., accuracy and reliability of data) in the database by regu-
lating the type of data that goes into a table. For example, MRN is a unique, patient- 
level identifier that links a patient with his/her medical record and a constraint of 
NOT NULL is placed on this field to ensure that this column cannot have a null value.

Establishing the Necessity (Public/Population Health Needs) 
for Common Data Models (CDMs)

Prevalent cases – All individuals living with the health outcome of interest 
within a specified timeframe, regardless of when that person was diagnosed or 
developed the health outcome (Vaccine Safety Datalink (VSD) n.d.).

Prevalence – The proportion of a population living with a specific health 
outcome within a specified timeframe (Vaccine Safety Datalink (VSD) n.d.).

Numerator of Prevalence – The number of unique individuals with the 
condition of interest.

Denominator of Prevalence – The total population in the region.
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Estimating the burden (or prevalence) of a disease condition is pivotal for both 
public health agencies and healthcare organizations to strategize their future chronic 
disease prevention and health promotion activities, plan disaster management, and 
allocate resources in times of both planned (annual flu seasons) and unplanned emer-
gencies (pandemics such as COVID-19). But, given the nature of healthcare, an indi-
vidual although a resident of a particular ZIP Code or geographical region in times of 
medical emergencies may have healthcare encounters at other healthcare systems 
outside of his/her geographical region. As the information of an individual is captured 
across different healthcare systems, it opens many challenges such as – (1) lack of 
common interoperability standards across systems, (2) small sample sizes which may 
not better represent current trends or predict future trends, and (3) heavy ask on the 
time and resources for the time it takes to develop agreements to facilitate data sharing.

Let us consider an example to understand the challenges that come in the context 
of estimating the prevalence of a chronic disease condition in a geographical region. 
In the Fig. 13.4 below, let the square represent a hypothetical city with 3 geographi-
cal regions (Region – 1, Region – 2, and Region – 3) separated by dotted lines. 
Organization # 1, Organization # 2, and Organization # 3 are hospitals within these 
three geographical regions. (Organization # 1 is a part of a large healthcare system 
with 5 hospitals across region - 1, Organization # 2 is a standalone hospital, and 
Organization # 3 is a clinic that offers psychiatric counseling and health promotion 
services for diabetic patients. Let’s complicate and make this example as real-world 
as possible, by assuming that these 3 hospitals are on different Electronic Health 
Record (EHR) systems – Organization # 1 (Cerner Millennium), Organization # 2 
(Epic), and Organization # 3 (GE Centricity).

Let us look at an example patient named John Doe. John is a male resident of 
Region—1 born on October 11, 1970 with multiple chronic conditions (MCCs) 
such as diabetes mellitus, and hypertension. Due to the nature of the MCCs, John is 
a superutilizer of healthcare resources and had five encounters across these three 

Region – 1
(Organization # 1)

Region – 2 
(Organization # 2) 

Region – 3
(Organization # 3)

Fig. 13.4 Hypothetical 
city with 3 regions and 3 
hospital systems
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NAME John Doe

1

1

1 1234

1234

John D M Hypertension

MD

1970-10-11

1970-10-11John2

0001 J Doe 19701011 1 Diabetes Mellitus

Diabetes Mellitus

A1B1

A1B1

John Doe 1970/10/11

1970/10/11 Male

Male Diabetes Mellitus

Diabetes Mellitus
Hypertension

DoeJohn2

ENCOUNTER

ENCOUNTER

ENCOUNTER PATIENT
IDENTIFIER

FNAME LNAME DOB GENDER MEDICAL ISSUE

UNIQUE
IDENTIFIER

GIVEN
NAME

SURNAME DOB SEX CONDITION

MEDICAL
RECORD
NUMBER

FIRST
NAME

LAST
NAME

DOB SEX DIAGNOSIS

Hospital – 1 (Cerner Millennium)

Hospital – 2 (Epic)

Hospital – 3 (GE Centricity)

October 11, 1970

Male

Diabetes Mellitus
Hypertension

DOB

SEX

CHRONIC
CONDITIONS

Fig. 13.5 Example patient John Doe’s Healthcare encounters across the three hospital systems

hospitals within the region during 2021. Refer to Fig. 13.5. Due to the lack of a 
unique patient identifier (Medical Record Number) for individuals across the nation 
and a lack of a common EHR vendor across the three hospitals within the region the 
information of the same individual was captured in different ways i.e., data ele-
ments and data codings within the individual EHR database systems.

A summary of the data element and coding differences were presented below.

• Unique Patient Identifier: This information was documented as: MEDICAL 
RECORD NUMBER (A1B1) at Organization # 1 vs. UNIQUE IDENTIFIER 
(0001) at Organization # 2 vs. PATIENT IDENTIFIER (1234) at Organization # 3.

• First Name: This information was documented as: FIRST NAME (John) at 
Organization # 1 vs. GIVEN NAME (J) at Organization # 2 vs. FNAME (John) 
at Organization # 3.

• Last Name: This information was documented as: LAST NAME (Doe) at 
Organization # 1 vs. SURNAME (Doe) at Organization # 2 vs. LNAME (D) at 
Organization # 3.

• Date of Birth: This information was documented as: DOB across the 3 
organizations.

• Although, the date of birth data element was documented as DOB across all 
the three organizations the codings at the respective organizations were differ-
ent i.e., DOB  =  1970/10/11 at Organization # 1, DOB  =  19,701,011 at 
Organization # 2, and DOB = 1970-10-11 at Organization # 3.

• Sex or Gender: This information was documented as: SEX (Male) at 
Organization # 1 vs. SEX (1) at Organization # 2 vs. GENDER (M) at 
Organization # 3.
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• Although, the sex or gender data element was documented as SEX at both the 
Organization # 1 and 2; the codings at the respective organizations were dif-
ferent i.e., SEX = Male at Organization # 1 whereas it was documented as 
SEX = 1 at Organization # 2.

• Chronic Disease Condition: This information was documented as: DIAGNOSIS 
at Organization # 1 vs. MEDICAL ISSUE at Organization # 2 vs. CONDITION 
at Organization # 3.

Due to these complexities, it makes it very difficult to accurately identify the unique 
count of individuals for a particular disease condition i.e., the numerator variable 
within the prevalence calculation.

 What is a Possible Approach to address this 
Interoperability Challenge?

A possible solution to address this multi-dimensionality challenge is conforming to 
a common format. Let us look at a simple analogy to better understand the proposed 
solution to address the challenge at hand. To make the electrical appliances from 
different regions such as “India”, “Israel” and “China” work within “North America”, 
a universal power adapter would be required. Please refer to Fig. 13.6. Similarly, 
Common Data Models (CDMs) serve as the “universal power adapter” to ensure that 
the information stored within siloed systems or databases could be seamlessly 
accessed by easing the interoperability related communication challenges.

India Israel

North America

China

Fig. 13.6 Universal power 
adapter Example
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 Common Data Models (CDMs): Definition, History, Utility, 
and Steps in the Process

Definition A CDM aims to standardize the logical DM infrastructure highlighted 
in Fig. 13.2 so that many related applications can operate on the same shared 
data. So, Microsoft Corporation defines a CDM as “a standard and extensible col-
lection of schemas (entities, attributes, relationships) that represents business con-
cepts and activities with well-defined semantics, to facilitate data interoperability.”

History The popular CDM in healthcare dates back to 1990. It was a collabora-
tive project between the National Immunization Program (NIP) and the 
U.S. Centers for Disease Control and Prevention (CDC). This effort helped estab-
lish a CDM called the Vaccine Safety Datalink (VSD) Shared Data Network 
(SDN) with several large Health Maintenance Organizations (HMOs) to investi-
gate the safety of vaccines (Vaccine Safety Datalink (VSD) n.d.).

Utility A CDM is a way of organizing data into a standard structure and an essen-
tial task for multi-organizational collaborative research. The concept behind this 
approach is to transform data contained within those individual participating institu-
tions databases into a common format (or DM) as well as a common representation 
(terminologies, vocabularies, coding schemes), and then perform systematic analy-
ses using a library of standard analytic routines (using a platform of choice such 
as—SAS, R, Python) that have been written based on the common format.

Distributed Data Networks (DDNs) or Distributed Health Data Networks 
(DHDNs) are those networks where a few similar entities (such as hospitals) or 
diverse entities (hospitals, federally qualified health centers (FQHCs), primary care 
clinics) collaborate and share/pool their data for surveillance or research purposes 
using a CDM. A few examples of healthcare-related DDNs or DHDNs are—Food 
and Drug Administration (FDA) Mini-Sentinel, The National Patient-Centered 
Clinical Research Network (PCORnet), Health Care Systems Research Network 
(HCSRN) (formerly Health Maintenance Organization (HMO) Research Network 
(HMORN)), and Observational Medical Outcomes Partnership (OMOP) CDM 
from Observational Health Data Sciences and Informatics (OHDSI). While 
PCORnet CDM focuses on bringing together data and resources to patient-reported 
outcomes to support CE/PCOR, OMOP CDM allows users for the systematic analy-
sis of disparate observational databases. We will take a look at these CDMs in the 
latter part of this book chapter along with the data tables within these models.

Steps in the Process Conforming to a CDM ensures that standardized applications 
and methods can be executed by distributing a query or code using a platform main-
tained by the hub or linkage unit in order to generate aggregated results from pooled 
data from participating organizations.

Let us revisit our earlier example from the lens of a (see Fig.  13.7) DDN or 
DHDN with 3 diverse organizations (Organization # 1, Organization #2, and 
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Organization # 3). These organizations come together as a collaborative to support 
the patient population in the geographic region to address their physical and mental 
wellbeing while maintaining the full control on their institutional data. The adminis-
trative, technical, and operational steps required to bring this process to fruition are:

Administrative Process:

 (i) As a part of the overall DDN governance process, the organizations develop a 
charter with agreed upon governance (policies, procedures, and guidelines) that 
would need to be followed in order to support the research questions that could 
be explored as a part of this multi-organizational or multi-institutional 
collaborative.

 (ii) Following the governance process, the collaborative formed works with a team 
of researchers to help identify more than a few research questions that would 
serve as use-cases to test the utility of the CDM developed. For example, a 
research question could be estimation of racial and gender disparities among 
patients with Non- Alcoholic Fatty Liver Disease (NAFLD) within the region.

Technical Process:

 (i) Data elements that would need to be considered in order to explore the data to 
find valuable insights would be proposed by the Information Systems (IS) 
departments at each of these three institutions.

• • •
• • •
• • •

• • •
• • •
• • •

• • •
• • •
• • •

Process:

1

1

1 1

2

22

4

2

4

3

3

3 3

Organizational-level data standardized to the
network approved Common Data Model (CDM)
behind the firewall

Organization # 1

Organization # 2 Organization # 3

CDM

CDM CDM
Hub (or)

Data Coordinating Center

Research
Organizational Firewall

Hub or Data Coordinating Center (DCC) sends a
research query to participating organization(s)

Participating organization executes query against
their CDM and shares results with the Hub or DCC

Hub or DCC pools the data from participating
organizations to generate aggregate results to
support research

?

Fig. 13.7 Distributed Data Network (DDN) or Distributed Health Data Network (DHDN)
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 (ii) A subgroup consisting of IS and business experts is formed to help share with 
each other as to how these data elements are documented within each of their 
systems so that a CDM standard for the collaborative could be proposed to the 
research team.

 (iii) After going through a rigorous iterative process, the subgroup and the research 
team would finalize the proposed CDM to the governance body.

Operational Processs:

 (i) The IS Implementation Teams at the respective organizations would help 
develop the CDM instance at the individual organizations.

 (ii) Organizational data is conformed to the CDM approved by the multi-institu-
tional collaborative.

Now, let us revisit the enhanced version of example shared in the earlier sec-
tion by looking at Fig. 13.8 to understand how the CDM looks like in that exam-
ple. A crosswalk of individual organizational data elements and their mirror 
within the CDM are presented for the consumption of the readers in Table 13.2.

NAME

MEDICAL ISSUEGENDERDOBLNAMEFNAMEPATIENT
IDENTIFIER

ENCOUNTER

ENCOUNTER

ENCOUNTER

CONDITIONSEXDOBSURNAMEGIVEN
NAME

UNIQUE
IDENTIFIER

MEDICAL
RECORD
NUMBER

FIRST 
NAME

LAST
NAME

DOB SEX DIAGNOSIS

John Doe

2 A1B1 Doe Male Diabetes Mellitus
Hypertension

Diabetes Mellitus

PERSON_ID
FIRST_NAME
LAST_NAME

DOB
SEX

DIAGNOSIS

Common
Data Model

Diabetes Mellitus

Diabetes MellitusMale

1970/10/11

1970/10/11Doe

John

John

119701011DoeJ0001

A1B1

1234 1970-10-11

1970-10-11 Hypertension

M

MD

DJohn

John1234

2

1

1

1

Hospital - 1 (Cerner Millennium)

Hospital - 2 (Epic)

Hospital - 3 (GE Centricity)

Octobrt 11, 1970

Male

Diabetes Mellitus
Hypertension

DOB

SEX

CHRONIC
CONDITIONS

Fig. 13.8 Distributed data network (DDN) or distributed health data network (DHDN)

Table 13.2 Crosswalk of individual organizational data elements against common data 
model (CDM)

Domain/Data 
Concept

Data Element 
(Organization # 1)

Data Element 
(Organization # 2)

Data Element 
(Organization # 3)

Data Element 
within the CDM

Unique 
patient 
identifier

MEDICAL 
RECORD 
NUMBER

UNIQUE 
IDENTIFIER

PATIENT 
IDENTIFIER

PERSON_ID

First Name FIRST NAME GIVEN NAME FNAME FIRST_NAME
Last Name LAST NAME SURNAME LNAME LAST_NAME
Date of birth DOB DOB DOB DOB
Sex or gender SEX SEX GENDER SEX
Chronic 
disease 
condition

DIAGNOSIS CONDITION MEDICAL ISSUE DIAGNOSIS
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 (iii) A neutral institute such as an Academic Institute or a Public Health Agency 
serves as a Data Coordinating Center or Hub or Linkage Unit to facilitate the 
operations in a federated approach i.e., the sensitive data remains behind the 
firewalls of participating organizations whereas an informatics platform is 
used to query minimum necessary information. A scalable and extensible 
open-source informatics platform such as PopMedNet designed by Department 
of Population Medicine at Harvard Medical School and Harvard Pilgrim 
Healthcare Institute installed at the Data Coordinating Center will assist with 
the operation of DDNs (PopMedNet n.d.). The PopMedNet Client sends the 
query related to the approved research question to the participating 
organizations.

 (iv) Participating organization(s) executes the query using PopMedNet Client 
against their respective institutional CDMs and shares results with the Hub or 
Data Coordinating Center.

 (v) Data Coordinating Center pools the results from participating organizations to 
generate aggregates which includes - overall sample size and distribution by 
key stratifications such as age group, race, gender, ethnicity, geographical 
spread. This information will be shared with the researchers.

Let us assume, researchers requested for aggregate results from participat-
ing institutes of this DDN for on NAFLD patient population. The results would 
look something like below:

• Overall sample size = 1400 patients (Organization # 1 – 525; Organization 
# 2 – 475; and Organization # 3 – 400)

• Age distribution: <65 years = 35%; 65+ years = 65%
• Race distribution: African American = 72%; Caucasian = 20%; other = 8%
• Gender distribution: Male = 78%; Female = 22%
• Geographical distribution: Region  – 1  =  45%; Region  – 2  =  33%; 

Region – 3 = 22%

 (vi) The researchers would then evaluate if the sample size provides the necessary 
statistical power required to proceed further with the research effort.

 (vii) If the researchers decide to proceed further, and if the research requires access 
to patient level detail then additional agreements would need to be worked out 
for such data access.

 Key Principles related to CDMs

Usually, the principles that govern the DDNs organically evolve over time and most 
often by learning from the best practices identified during the development and 
implementation of: (1) current DDN (i.e., internal knowledge management) and (2) 
other DDNs (i.e., external knowledge management). Data governance (policy 
framework that ensures smooth flow of operations incl., data management) and data 
provenance (historical record of data and its origins) are two most important pillars 
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when it comes to the management of DDNs. While the former refers to what kind 
of data goes into the CDM and how it needs to be handled, the latter refers to the 
lineage or origin of a data element or a concept from other implemented DDNs. The 
following are a few principles related to CDMs:

 1. Alleviate Privacy and Security Concerns. The concerns that usually come 
with privacy and security aspects of health data is alleviated by the feder-
ated nature of the operational mechanism. The federated approach is the ability 
of individual participating institutes to develop the CDM behind the institutes 
firewall so that no individualized data is exposed to the external organizations. 
By doing this, more participants would be encouraged to become a part of the 
collaborative so that the breadth and depth of the research questions could be 
expanded. In our earlier example, we have considered three organizations – a 
large healthcare system, a standalone hospital, and a psychiatric clinic. Now, if a 
fourth participant such as a pharmacy joins the collaborative then the research 
questions could be expanded to identify the healthcare utilization in patients 
with non-adherence to a strict psychiatric medication regimen.

 2. A Clear Primary Purpose (Ross et al. 2014). The primary purpose of the data 
populated within the CDM should be bound by a clear goal or approach. For 
example, is to—(a) foster collaborative research, (b) monitor disease surveil-
lance, and (c) improve patient outcomes by drawing inferences from the knowl-
edge gained from the pooling of the data from multiple participating institutions.

 3. A Strict Adherence to Institutional Governance Policies. The CDM and any 
related tools should strictly adhere to the governance rules set forth by the insti-
tution where it has been implemented by following the guidelines set forth by 
respective organization’s Institutional Review Board (IRB) and any other fed-
eral/state privacy and data sharing regulations.

 4. Agnostic to source data systems (Ross et al. 2014). The CDM should be agnos-
tic to source data systems as they are defined by data concepts rather than data 
sources.

 5. Flexible and extensible to accommodate multiple institutes. The CDM should 
be flexible and extensible to accommodate the interests and data sources of a 
wide range of participating institutions.

 6. Ability to easily adapt or clone. The empty shells of the CDMs can be made 
available to the public or other institutions so that they could easily adapt or 
clone to meet their respective organizational needs or while onboarding to an 
existing collaborative.

 How do the CDMs foster Public Health Surveillance/
Population Health Efforts?

The CDMs includes data from EHRs i.e., clinical, pharmacy, and laboratory infor-
mation and financial information systems or EMRs i.e., physician offices, clinics. 
The data can include inpatient, observation, emergency, and outpatient encounters 
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along with medication data, lab data, and vital signs; and conforms to standards 
such as - ICD-9-CM/ICD-10-CM codes, NDC, LOINC, and SNOMED. In this sec-
tion, let us take a look at a few scenarios to highlight how the CDMs can help foster 
both public heath surveillance and population health efforts.

 1. Test ground for use cases. The CDMs serve as ground for developing test use 
cases to identify patient populations or groups with disease conditions of 
interest.

 2. Estimate the burden of disease conditions. For example, let us say a geo-
graphic region contained four diverse healthcare systems, and three of them who 
have a collective market share area (MSA) of 80 percent in the region have come 
together as a part of a DDN to collaborate on research efforts. By pooling the 
data from these three hospitals using their CDMs, a better estimate of the burden 
or prevalence of chronic disease conditions within the same geographical region 
could be identified.

 3. Increase the sample size of rare disease conditions. As CDMs can pool the 
data from diverse organizations, they can really help researchers by increasing 
the sample size of individuals with rare disease conditions so that better treat-
ment strategies could be developed.

 4. Assist public health agencies with surveillance efforts. The prevalence esti-
mates generated using CDMs could help inform the public health agencies in 
strategizing their localized preventative efforts.

 5. Perform external validation of prior studies. As CDMs pool the data from 
multiple organizations, sometimes the research questions that have been solved 
by organizations in a different region could be tested for external validation pur-
poses to reconfirm the results.

 Most Popular CDMs

This section provides a brief introduction to the most popular CDMs along with 
their focus areas or domains as highlighted by the tables within those data models.

 Vaccine Safety Datalink (VSD) Shared Data Network (SDN) 
(Vaccine Safety Datalink (VSD) n.d.)

The Vaccine Safety Datalink (VSD) started in 1990 is a collaborative project 
between CDC’s Immunization Safety Office and nine health care organizations 
listed below that use EHR data to monitor safety of vaccines and conduct studies 
about rare and serious adverse events following immunization:
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 1. Kaiser Permanente Washington, Seattle, Washington
 2. Harvard Pilgrim Health Care Institute, Boston, Massachusetts
 3. HealthPartners Institute, Minneapolis, Minnesota
 4. Kaiser Permanente Northwest, Portland, Oregon
 5. Kaiser Permanente Northern California, Oakland, California
 6. Kaiser Permanente Colorado, Denver, Colorado
 7. Denver Health, Denver, Colorado
 8. Marshfield Clinic Research Institute, Marshfield, Wisconsin
 9. Kaiser Permanente Southern California, Los Angeles, California.

The VSD conducts vaccine safety studies based on questions or concerns raised 
from the medical literature and reports to the Vaccine Adverse Event Reporting 
System (VAERS). VAERS is the early warning system in the United States that 
monitors the safety of vaccines after they are authorized or licensed for use by 
the U.S.  Food and Drug Administration (FDA) and co-managed by CDC and 
FDA (Vaccine Safety Datalink (VSD) n.d.). This system helps ensure that vac-
cines in circulation are safe for the general public. In order to capture this infor-
mation, the CDM for this system contains three main tables listed below 
(Table 13.3).

 Health Care Systems Research Network (HCSRN) VDW 
(HCSRN n.d.)

The Health Maintenance Organization Research Network (HMORN) was formed 
back in 1994 to better translate research findings into practice. This was later 
morphed into HCSRN. Currently, this supports healthcare systems in additional to 
Health Maintenance Organizations (HMOs) and supports the development of grant 
proposals, planning out preliminary studies and identifying potential subjects for 
research projects. In order to capture this information, the CDM for this system 
contains twelve main tables listed below (Table 13.4).

Table 13.3 VSD SDN Common Data Model

Data Table Description of the Data Table

ENROLLMENT Details of enrollment of the individual for 
vaccination

UTILIZATION Details pertaining to the dose and type of 
administration

VACCINES Details of the vaccine(s) administered
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Table 13.5 i2b2 Common Data Model

Data Table Description of the Data Table

DEMOGRAPHICS Demographic records of individual patients
DEATH Information related to the cause of the death and death 

date
ENROLLMENT Enrollment (insurance) details of the patients
SOCIAL HISTORY Information related to tobacco, and alcohol consumption
LAB Labs ordered during the patient encounters
VITAL SIGNS Details of the vital signs documented during the 

encounters
PHARMACY Details of the medications
UTILIZATION Health delivery encounters of patients
TUMORS Details of the Tumors including reporting of cancers to 

registries
CENSUS Details related to geographical locations of the patients
LANGUAGE Details related to language spoken by the patients

Table 13.4 HCSRN VDW Common Data Model

Data Table Description of the Data Table

DEMOGRAPHICS Demographic records of individual patients
ENROLLMENT Enrollment (insurance) details of the patients with HMOs
ENCOUNTERS Health delivery encounters of patients
DIAGNOSES Diagnoses or medical conditions documented during encounters
PROCEDURES Procedures performed during encounters
PROVIDER Details of the medical staff i.e., physician performing the procedure
TUMOR Details of the tumor including reporting of cancers to registries
PHARMACY Details of the medications
VITAL SIGNS Details of the vital signs documented during the encounters
LAB RESULTS Details of the lab results ordered during the encounters
DEATH Information related to the cause of the death and death date
EVER NDC Details related to drug codes

 Informatics for Integrating Biology and the Bedside (i2b2) CDM 
(Weeks and Pardee 2019; Anon. n.d.-a)

Partners Healthcare System and Harvard Medical School have collaborated to cre-
ate the i2b2 CDM. This is a data model combined with a web-based interface for 
querying and inspecting data. The eleven most common domains used in this model 
are highlighted in the table below (Table 13.5).
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 Food and Drug Administration (FDA) Sentinel (Weeks 
and Pardee 2019)

The focus of this effort is to monitor drug safety and repurposed the names used 
within the HCSRN VDW (Table 13.6).

 The National Patient-Centered Clinical Research  
Network (PCORnet) CDM (Weeks and Pardee 2019; 
PCORnet n.d.)

The PCORnet CDM is supported by all networks in the Patient Centered Outcomes 
Research Institute (PCORI). It is derived from the Mini-Sentinel data model and 
over 80 institutions have transformed their data into this model. PCORnet focuses 
on bringing together data and resources to support CE/PCOR. The PCORnet CDM 
v4.1 consists of 19 tables listed below with 355 attributes (data elements or vari-
ables) available to support research (Table 13.7).

 Observational Medical Outcomes Partnership (OMOP) CDM 
(OMOP n.d.)

The goal of OMOP was to create a warehouse for studying the effects of medical 
products. This CDM contains 16 Clinical Event tables, 10 Vocabulary tables, 2 
metadata tables, 4 health system data tables, 2 health economics data tables, 3 stan-
dardized derived elements, and 2 Results schema tables (Tables 13.8, 13.9, 13.10, 
13.11, 13.12, 13.13).

Table 13.6 FDA Sentinel VDW

Data Table Description of the Data Table

DEMOGRAPHICS Demographic records of individual patients
DEATH Information related to the cause of the death and death 

date
ENROLLMENT Enrollment (insurance) details of the patients
LAB Labs ordered during the patient encounters
VITAL SIGNS Details of the vital signs documented during the 

encounters
PHARMACY Details of the medications
UTILIZATION Health delivery encounters of patients
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Table 13.8 OMOP clinical data tables

Clinical data tables: The following data tables capture the demographic, clinical, and lab 
related domains during the interaction of patients with the healthcare system for medical 
attention

PERSON DRUG_EXPOSURE NOTE
OBSERVATION_PERIOD PROCEDURE_OCCURENCE NOTE_NLP
VISIT_OCCURENCE DEVICE_EXPOSURE SPECIMEN
VISIT_DETAIL MEASUREMENT FACT_RELATIONSHIP
CONDITION_OCCURENCE OBSERVATION SURVEY_CONDUCT

Table 13.7 PCORnet common data model

Data Table Description of the Data Table
# 
Attributes

DEMOGRAPHIC Demographics record of individual patients 16
ENROLLMENT Insurance enrollment information 5
ENCOUNTER Healthcare delivery interactions 31
DIAGNOSIS Diagnosis codes as a result of diagnostic processes and medical 

coding within healthcare delivery
19

PROCEDURES Procedure codes such as surgical procedures and lab orders 
delivered within a healthcare context

14

VITAL Captures vital signs such as height, weight, systolic, and 
diastolic blood pressure that directly measure an individual’s 
current state of attributes

21

DISPENSING Prescriptions filled through a community, mail-order or 
hospital pharmacy

14

LAB_RESULT_
CM

Stores quantitative and qualitative measurements from blood 
and other body specimens

31

CONDITION The patient’s medical history and current state may both be 
represented

14

PRO_CM Store responses to patient-reported outcome measures (PROs) 
or questionnaires

26

PRESCRIBING Provider orders for medication dispensing and/or 
administration

30

PCORNET_
TRIAL

Patients who are enrolled in PCORnet clinical trials and 
PCORnet studies

8

DEATH Reported mortality information for patients 5
DEATH_CAUSE The individual causes associated with a reported death 6
MED_ADMIN Records of medications administered to patients by healthcare 

providers
20

PROVIDER Data about the providers who are involved in the care processes 6
OBS_CLIN Standardized qualitative and quantitative clinical observations 

about a patient
20

OBS_GEN Table to store everything else 20
HARVEST Attributes associated with the specific PCORnet DataMart 

implementation, including data refreshes
49
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Table 13.9 Health system data tables

Health system data tables: The following data tables capture the details relevant to healthcare 
provider such as—location of the provider, details of the provider etc.,
LOCATION LOCATION_HISTORY CARE_SITE PROVIDER

Table 13.10 OMOP health economic data tables

Health economic data tables: The following data tables capture the insurance details such as 
payer plan and the cost associated with the healthcare encounter.
PAYER_PLAN_PERIOD COST

Table 13.11 OMOP standardized derived elements data tables

Standardized derived elements: The following tables capture the derived data elements such 
as drug, dosage, and condition details
DRUG_ERA DOSE_ERA CONDITION_ERA

Table 13.12 OMOP meta data tables

Metadata tables: The following tables capture the metadata related information.
METADATA CDM_SOURCE

Table 13.13 OMOP vocabulary tables

Vocabulary tables: The following tables capture the information related to the vocabulary such 
as SNOMED, LOINC etc.,
CONCEPT CONCEPT_RELATIONSHIP SOURCE_TO_CONCEPT_MAP
VOCABULARY RELATIONSHIP DRUG_STRENGTH
DOMAIN CONCEPT_SYNONYM COHORT_DEFINITION
CONCEPT_CLASS CONCEPT_ANCESTOR

 Real-world Examples of the Applications of CDM

The data captured by the partners within a network (DDN or DHDN) using the 
same CDM can be used to answer important patient outcome related research ques-
tions. This section highlights an example that focuses on the utility of CDMs in 
capturing patient reported outcomes. The PCORnet CDM contains a data table 
called “PRO_CM” which stores responses to patient-reported outcome measures 
(PROs) or questionnaires.

The implementation of Patient-Reported Outcomes Measurement (PROM) in 
routine clinical practice for heart failure patients is a study that came out the PaTH 
Network (PaTH Network n.d.) that contained 3 clinical sites (Vanderbilt University, 
Duke University, and University of Pittsburgh) at two PCORnet networks. The 
PROM data was collected by the research team using the EHR systems after 
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conducting interviews with patients using 3 questionnaires—(1) Kansas City 
Cardiomyopathy Questionnaire (KCCQ-12) which focuses on heart failure symp-
toms, (2) Patient-Reported Outcomes Measurement Information System (PROMIS) 
Global Health Scale which focuses on general health issues, and (3) Patient Health 
Questionnaire (PHQ-2) which focuses on depression (Anon. n.d.-b). The collected 
data was later incorporated into the PCORnet CDM. The PopMedNet query ran 
against the CDMs of the three participating clinical sites identified 1054 patients 
who completed the 3 questionnaires from 2019-2020 (PaTH Network n.d.; Anon. 
n.d.-b). The team compared patient characteristics of these patients against 3126 
patients who did not complete PROM questionnaires across the two clinical sites to 
understand the association of the PROM scores and patient’s demographics and 
comorbid conditions. It was noticed that the patients who completed PROM ques-
tionnaires were significantly younger than those who did not complete the PROM 
questionnaires. Such information would be helpful to understand the patients’ per-
spectives and implement strategies in place to collect such information in the future.

 Limitations

The CDMs do have their own limitations—(1) they are limited to the data generated 
by the participating institutes collected as a part of their day-to-day business and 
operations, (2) the local data documentation practices at individual DDN participat-
ing sites may not be resolved using standardized CDMs, and (3) ongoing mainte-
nance of a DDN requires dedicated resources such as human capital, time, and 
quality checks in order to refresh the data at regular intervals.

 Conclusion

The data collected by various organizations is growing due to the availability of 
computing resources at relatively low costs. CDMs are great mechanism to help 
alleviate the growing concerns of healthcare institutions when it comes to sharing 
their data with external entities for collaborative efforts due to privacy and security 
concerns. While the CDMs are a great way to foster multi-organizational data, 
they are also a great resource for fostering Cross-Network Directory Service 
(CNDS) i.e., collaboration of different DDNs as well as diverse systems capturing 
data within the same organization by means of Inter-institutional Research 
Infrastructure (IIRI).

Review Questions 

 1. What is a Common Data Model (CDM)?
Answer: Microsoft Corporation defines a Common Data Model (CDM) as “a 

standard and extensible collection of schemas (entities, attributes, relationships) 
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that represents business concepts and activities with well-defined semantics, to 
facilitate data interoperability.”

 2. By means of structured process outline the operational steps for getting the 
aggregate results generated using a CDM in a Distributed Health Data 
Network (DHDN).
Answer:

 (i) The IS departments at the respective organizations help developed the CDM 
instance at the individual organizations.

 (ii) Organizational data is conformed to the CDM approved by the collaborative.
 (iii) Researchers submit their research question request to the neutral institute such 

as an academic institute or a Public Health Agency which serves as a Data 
Coordinating Center

 (iv) Data Coordinating Center using a scalable and extensible open-source infor-
matics platform such as PopMedNet sends the query requests to participating 
organizations in the Distributed Data Network.

 (v) Participating organization(s) executes the query using PopMedNet Client 
against their respective institutional CDMs and shares results with the Data 
Coordinating Center.

 (vi) Data Coordinating Center pools the results from participating organizations to 
generate aggregates which includes - overall sample size and distribution by 
key stratifications such as age group, race, gender, ethnicity, geographi-
cal spread.

 (vii) Finally, this information will be shared with the researchers to assess whether 
the sample size has the necessary statistical power to move forward with the 
research effort.

 3. Outline the key principles related to CDMs.
Answer: There are 6 key principles that highlight the importance of CDMs.

 (i) Alleviate Privacy and Security Concerns. The concerns that usually come 
with privacy and security aspects of health data is alleviated by the federated 
nature of the operational mechanism. The federated approach is the ability of 
individual participating institutes to develop the CDM behind their institutes 
firewall so that no individualized data (PII or PHI) is exposed outside of the 
organization.

 (ii) A Clear Primary Purpose. The primary purpose of the data populated within 
the CDM should be bound by a clear goal or approach.

 (iii) A Strict Adherence to Institutional Governance Policies. The CDM and any 
related tools should strictly adhere to the governance rules set forth by the 
institution where it has been implemented by following the guidelines set forth 
by respective organization’s Institutional Review Board (IRB) and any other 
federal/state privacy and data sharing regulations.

 (iv) Agnostic to source data systems. The CDM should be agnostic to source data 
systems as they are defined by data concepts rather than data sources.
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 (v) Flexible and extensible to accommodate multiple institutes. The CDM 
should be flexible and extensible to accommodate the interests and data sources 
of a wide range of participating institutions.

 (vi) Ability to easily adapt or clone. The empty shells of the CDMs can be made 
available to the public or other institutions so that they could easily adapt or 
clone to meet their respective organizational needs or while onboarding to an 
existing collaborative.

 4. What is your major take away after comparing the i2b2 and FDA’s 
Sentinel CDMs.
Answer: There are 6 domains that are common to both the i2b2 and FDA’s 

Sentinel CDMs. They are: DEMOGRAPHICS, DEATH, ENROLLMENT, LAB, 
VITAL SIGNS, PHARMACY, and UTILIZATION.
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Chapter 14
Person-Centered Design Methods 
for Citizen Science

Robin R. Austin and Cecilia X. Wang

Abstract The growth of patient involvement in health care has grown exponen-
tially. Health information technology (HIT) has enabled the ability to provide a 
valuable way to gain access to vital health information. HIT has enabled the quanti-
fied self-movement, the ability to track and trend personal health information. This 
has further increased the interest in citizen science, involvement of public participa-
tion in research or in collaboration with research. Increased complexity of patient 
care makes engaging patients in their own care all the more important. Electronic 
health information (eHealth) or digital health has the potential to improve quality of 
care, increase patient engagement, and provide opportunities for self-management 
of diseases. In today’s healthcare environment, it is vital for individuals to be active 
participants in their care but also in the design of that care to facilitate clinical deci-
sions. This chapter will focus on the broad overview of citizen science, person- 
centered design, and specific methodologies used in person-centered design. 
Person-centered design uses methods to ensure that the needs of the patient, as a 
whole person and an equal partner in their care are included within the design team. 
Current programs, national initiatives, and valuable resources will be discussed. 
This chapter will enable the learner to examine various design methods and models 
to guide person-centered design for citizen science.
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The growth of patient engagement coupled with emerging digital technologies and 
the quantified-self movement have paved the way for citizen science as a growing 
worldwide phenomenon.(Petersen 2018; Wang et  al. 2015) Citizen science, also 
called public participation or participation action research, is a research method 
conducted, in-part of whole, by non-scientists.(Gura 2013; Steven et  al. 2019; 
Petersen et  al. 2021) Digital technologies, such as mobile health applications 
(mHealth apps) have enabled improved capabilities for patients to easily and effec-
tively connect with researchers and become engaged in the scientific community. 
The citizen science movement is catalyzed by citizens’ wanting to be actively 
involved in a scientific processes and provides a valuable tool in offering contribu-
tions to solve needed health questions.(Van Vliet and Moore 2016; Bonney et al. 
2016) As more informed patients and citizens’ are seeking answers to health-related 
questions, more defined co-creative design methods are needed. Person-centered 
design uses methods to ensure that the needs of the patient, as a whole person and 
an equal partner in their care are included within the design team.(Kildea et  al. 
2019) Further person-centered design methods can aid in establishing a process and 
structure to facilitate an inclusive and respectful environment.

The purpose of this chapter is to enable the learner to examine various design 
methods to guide person-centered design for citizen science research. This chapter 
provides an overview of establishing guiding principles to facilitate co-creative 
alignment of multiple-stakeholder involvement and use of design-thinking methods 
to provide structure and rigor to the design process.

 Citizen Science

Citizen Science, also known as community science, crowd science, crowd-sourced 
science, civic science, or volunteer monitoring is scientific research conducted in 
whole, part, or partnership with amateur scientists (Hinckson et  al. 2017; Evans 
2016). Citizen science has been described as public participation research or partici-
patory action research whose outcomes often advance scientific research and 
increasing the publics understanding of science.(Petersen et al. 2021; Den Broeder 
et  al. 2016) Ten principles of Citizen Science were established to provide an 

Learning Objectives
 1. Examine person-centered design methodology through the lens of citi-

zen science
 2. Develop guiding principles for authentic inclusive co-designing processes
 3. Explore design thinking methods inform person-centered design methods
 4. Assess guide/checklist for person-centered design methods
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Table 14.1 Citizen science resources

Resource Description

Citizenscience.gov CitizenScience.gov is an official government website designed to 
accelerate the use of crowdsourcing and citizen science across the 
U.S. government

CitiSci.org CitSci.org supports your research by providing tools and resources 
that allow you to customize your scientific procedure—All in one 
location on the internet.

Citizen Science Alliance 
(CSA)
Citizensciencealliance.
org

The Citizen Science Alliance (CSA) is a collaboration of scientists, 
software developers and educators who collectively develop, 
manage and utilize internet-based citizen science projects in order to 
further science itself, and the public understanding of both science 
and of the scientific process.

The Citizen Science 
Association (CSA)

The Citizen Science Association (CSA) is a member-driven 
organization that connects people from a wide range of experiences 
around one shared purpose: Advancing knowledge through research 
and monitoring done by, for, and with members of the public.

Citscibio.org NIH sponsored online collaboration space for the growing and 
virtually dispersed biomedical citizen science resources, projects, 
references, methods, and communities to be discovered and engaged 
by interested stakeholders.

Biocurious.org BioCurious is a community that includes people from many 
different backgrounds to participate in science. Projects are driven 
by whoever wants to show up and participate.

Makerfaire.Com This is a convention of do-it-yourself participants from various 
backgrounds with interests in robotics, computers, arts, crafts and 
hacker culture

Nationofmakers.us Non-profit supporting American’s maker organizations through 
community building, resource sharing, and advocacy.

Openingpathways.org Collaboration between patients and traditional researchers to explore 
the process of research and innovation in healthcare. Each project 
the patient serves as the Principle Investigator. This is supported by 
the RWJF.

Publiclab.org Public Lab is a community and non-profit democratizing science to 
address environmental issues that affect people.

Scistarter.com Online citizen science hub searchable by location, topic, age, and 
level. Projects are registered by individual project leaders through 
partnerships with federal agencies.

Zooninverse.org Platform for people-powered research to enable research that would 
not be possible, or practical. This research is made possible by 
volunteers to assist professional researchers.

overview to understand about involving citizen scientists in the research process.
(Robinson et  al. 2018) Citizen science is a rapidly expanding field and requires 
active participation of the public in scientific research projects.(Den Broeder et al. 
2016) Several citizen science project, resources, and organizations can be found 
online, see Citizen Science Resources (Table 14.1).
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 What Is Person-Centered Design?

Person-centered design is a process where by the design team works to ensure that 
the needs of the patient are taken into consideration as a whole person and an equal 
partner in their care rather than simply a passive recipient, are foremost (Kildea 
et al. 2019). A Whole-person perspective includes and values the understanding that 
a person’s environment where they live and work, psychosocial and physical 
aspects, and health behaviors can impact overall health.(Sminkey 2015; Carter et al. 
2015) Therefore a person-centered approach to design approach focuses on multiple 
aspects of a persons’ life versus only focusing on a single aspect. Rigorous methods 
and design processes are needed in person-centered citizen science research to 
ensure all voices are heard and represented.(Petersen 2018).

 Methods

In this section we explore person-centered design methods for citizen science. 
These methods fall into two main categories: Guiding principles and design- 
thinking processes. Guiding principles are value-driven and fundamental to inclu-
sive and equitable citizen science collaboration (Vandekerckhove et  al. 2020; 
Hoadley 2018). Design-thinking processes provide key steps in the co-creative 
design journey. Using design-thinking processes can inform methodological 
research strategies and have potential to add rigor to the overall design process 
(Vandekerckhove et al. 2020).

 Guiding Principles

Guiding principles of co-creative design for citizen science encompass personal 
beliefs and values that are used to guide the design process throughout its life in all 
circumstances, irrespective of changes in its goals, strategies or type of work (King 
et al. 2019; Dick 2017).

In this section, we provide an example of guiding principles. It is recommended 
to establish guiding principles before research or design processes take place. It is 
also recommended to discuss with all stakeholders up front and possibly throughout 
the design process. The principles provide the necessary support for inclusion, to 
ensure voices are to be heard throughout the deign process, and honor agency 
among the group (Vandekerckhove et al. 2020). Guiding principles should be seen 
as a complement to research principles rather than replace. We provide an example 
of guiding principles that are informed by the generative design process and include: 
(1) Democracy; (2) Mutual learning; (3) Tacit or latent knowledge; and (4) Collective 
creativity (see Table 14.2) (Vandekerckhove et al. 2020).
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Table 14.2 Guiding principles

Guiding principles Definition

Democracy All members (citizen scientists and researchers) are equal partners of 
the design team

Mutual Learning Establish respectful for learning and acknowledgement all 
participants can learn from each other

Tacit or latent 
knowledge

Subtle knowledge that is not always apparent and may require deeper 
observation or introspection

Collective  
creativity

Everyone considered creative and part of the process. Collective 
creativity can be stronger than individuality in co-design

Establishing guiding principles from the beginning of any project can establish 
boundaries and help to define the collective purpose and partnership within a 
group. With clear guiding principles established it is time to move to the 
design phase.

 Person-Centered Design-Thinking Methods

Design methods, specifically design thinking, are tools used to guide the design 
process and provide a systematic method for each step along the way. There are 
several methods to draw from but not limited to community-based participatory 
methods, informatics design processes, design thinking, person-centered design 
methods or a hybrid of many methods for a specific or unique project.

The purpose of design-thinking methods are to create an established pathway 
to reach the end result such as a new mobile health application, co-participatory 
research study, or simple electronic health data collection prototype. Choosing 
the right method is dependent on several factors such as motivations of the team 
and the need to match the method to the question. Drawing from person-cen-
tered design methods to ensure that the needs of the patient, as a whole person 
and an equal partner in their care are included within the design team.(Kildea 
et al. 2019)

 Empathic Design

Leonard and Rayport’s empathic design would entail “techniques require excep-
tional collaborative skills, open-mindedness, interview and observation skills, and 
inquisitiveness. The use of visual information entails an understanding of the user. 
In short, build a new observation in user’s familiar contexts (Leonard and Rayport 
1997). Of course, we cannot experience the way others experience, but with sup-
portive tools, we can attempt to get as close as possible and without pre-judgment 
and preconceived ideas.
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Empathic design is a collaboration of tools to facilitate the design team obtains a 
deeper understanding of the problem and stakeholders they are designing for. It 
requires designers to uncover user’s emotional and physical needs and how users 
see, understand, and interact with the world around them to manage their interactive 
behaviors and build a better experience. Empathic design is not concerned with 
facts about users but more about their desires and motivations. For instance, why the 
outpatient prefers to get instructions before the CT/MRI scan.

“Empathies” is the first stage of the Design Thinking process. The following 
stages can be summarized as research, ideation, and refinement. The goal is to 
gather an in-depth empathic understanding of users and the problem context. In 
order to interpret the user’s experience and motivations, empathic design thinking 
involves observing, empathizing with all the relevant stakeholders, and stepping 
into their physical environment to have a holistic understanding of the challenges. 
The most commonly used empathic design methods,

• Set up a beginner’s mindset
• Ask What-How-Why
• Design and conduct interviews with empathy
• Use personal photo and video journals
• Engage with all the relevant stakeholders
• Stories tell-and-capture
• Use journey map

 Human-Centered Design-Thinking Process

Apart from creating an innovative culture, institutions need to know how to pro-
ceed: fully understand a problem and then solve it by creating something relevant 
for their customers or stakeholders. The “designer’s way of thinking” has been 
identified as a fruitful approach to user-centered innovation (Duanne and 
Martin 2006).

Design Thinking (DT) is a systemic design methodology that provides a 
solution- based approach to frame and solves problems (Chasanidou et al. 2015; 
Ferreira et al. 2015). The problems designers and design researchers face are more 
complex or ill-defined by tackling the human-centered needs involved. 
Understanding these three stages of human-centered empathic design thinking will 
enable anyone to apply design thinking methods to frame and solve problems that 
occur every day.

Design thinking is a non-linear, iterative process that teams use to build an 
empathic understanding of users, create anticipates, reframe problems and create 
innovative solutions to facility behavior and get a better experience. The three 
stages of Design Thinking are as follows: Research, Ideation, and Refinement. 
Let us take a closer look at the three different stages of Design Thinking 
(Fig. 14.1).
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RESEARCH IDEATION REFINEMENT

Fig. 14.1 Design thinking process

 Research Phase

Design thinking research systematically studies all the relevant stakeholders and 
their requirements, adding contexts and collecting insights to design thinking pro-
cesses. It is the steppingstone towards defining the requirements for the product are 
about to design. Design researchers adopt various methods to uncover problems and 
design opportunities. Doing so, they reveal valuable information which can feed 
into the design process.

Research is an essential step across the entire design thinking process. It will 
most likely happen every time a new idea is framed or improve existing ones. The 
primary value of the pre-development research phase is defining the initial direction 
that the product/service will take moving forward. The majority outcome from the 
research phase includes:

• Who are the stakeholders, what are their relationships?
• What are the stakeholders trying to achieve and desire?
• What are the pain points, and how to solve these problems?
• Who are the competitors?

 Ideation Phase

The goal of ideation is to create ideas that the team can test with stakeholders then 
cut down into the most suitable, most practical, and innovative solutions. More spe-
cifically, ideation is interested in the activity whereby designers are exteriorizing 
stakeholder’s internal mental images, engaging in a conversation of the sort with 
them. By widening the solution scope, the design team will look beyond the usual 
methods of solving problems to find better, more elegant, and satisfying solutions to 
problems that affect a user’s experience of a product or service.

14 Person-Centered Design Methods for Citizen Science
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The Ideation stage often follows the research stages with significant overlap. 
Understanding the user, interpreting data/information, and frame/reframe the 
problem(s) and ideation drive the generation of solutions.

The methods the design team incorporates in the two stages are overlapping as 
well. For example, co-creation activities and usability tests are often used in both of 
these stages. Ideation will help the design team,

• Mapping stakeholder and bring together perspectives
• Increase the innovation potential of solutions
• Uncover unexpected areas of innovation.
• Create volume and variety in innovation options

 Refinement Phase

This stage helps the design team to develop ideas and concepts and deliver them to 
stakeholders. Once the team or designer is confident that the proposed solution will 
work for users after research and ideate, the project transitions into build and launch 
mode. For the designer, this can involve producing high-fertility prototype for the 
development team, or working with a visual designer, and generally being involved 
during the implementation phase to ensure that the design intent is being carried 
through to the final product. This can mean providing feedback to the development 
team or doing usability testing on beta versions of a product to check that interac-
tions are as intended. The main focus of this phase is to,

• Develop, incorporating early end-user consideration as much as possible.
• Test and debug.
• Deploy.

In addition to the design-thinking methods just explored, it may be beneficial to 
review the Patient Centered Outcomes Research Institute (PCORI) Criterion for 
patient and stakeholder engagement for funded research.(PCORI Institute 2019) 
These criterion can be used to guide co-participation for patient and stakeholder 
engagement and be used to inform research and projects (Table 14.3).

 Putting it all Together

We created this chapter to serve as a guide for person-centered participatory design. 
The methods presented in this chapter only scratch the surface for available options 
to select from and to aid in the design process. We have created recommendations 
for putting it all together and to inform the design process.

R. R. Austin and C. X. Wang



301

Table 14.3 Checklist for co-creative design

Topic Detailed question

Can the team provide a well-justified 
description of how various stakeholders will 
be included in research activities?

Does the study/project include the right 
individuals (e.g., patients, caregivers, clinicians, 
policy makers, hospital and health system 
representatives, payers, purchasers, industry, 
researchers, and training institutions) to ensure 
that the projects will be carried out successfully?

Can the team show evidence of active 
engagement among scientists, patients, and 
other stakeholders throughout the research 
process (e.g., formulating questions, 
identifying outcomes, monitoring the study, 
disseminating, and implementing)?

Is the frequency and level of patient and 
stakeholder involvement sufficient to support the 
study goals?

What is the proposed engagement or 
co-design approach appropriate and tailored 
to the study?

Check methods to engage participants in 
authentic and aligns with the study design. If not, 
perhaps a pre-planning meeting with co-design 
team to revisit strategies and ensure team is in 
alignment with methods.

What are the roles and the decision-making 
authority of all study partners described 
clearly?

Clearly identify roles and responsibilities of all 
stakeholders and decision makers early in the 
process. Provide a dedicated time to re-assess the 
project within the design process to pause and 
re-evaluate the structure if needed.

Are the organizational structures and 
resources appropriate to engage patients and 
stakeholders throughout the project?

What additional steps can be done to ensure 
inclusive open environment?

Recommendation #1: First, establish guiding principles for the entire team and 
throughout the design process. This can serve to guide the team and establish mutual 
respect and trust from the beginning. As stated earlier, establish a process to pause 
and reassess principles, overall process, and methods to provide an opportunity to 
adjust as needed. This may serve well if there are new stakeholders brought in 
throughout the process.

Recommendation #2: Next, begin with the end product or deliverable in mind. 
Beginning with the end in mind can provide a pathway for the design process. This 
will also serve to include all stakeholders with a clear vision of the end goal.

Recommendation #3: Last, keep and open mind. While we have provided meth-
ods to structure the design process, holding too rigid can stifle the creative process. 
There is a balance between structured processes and allowing creativity and flow of 
ideas. Due to the nature of the co-creative participatory design, many multiple 
stakeholders with differing intentions can be part of the process. Keeping an open 
mind enables an inclusive environment, which is essential for person-centered 
design methodology.

14 Person-Centered Design Methods for Citizen Science
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 Conclusions

Citizen science has led to knowledge discovery and exciting new collaborations to 
improve health and healthcare for all. Citizen science is a growing mechanism and 
pathway for non-researchers to be included in the research process. Guiding prin-
ciples can serve to foster an inclusive and respective environment for co-created 
design. Using co-creative design methods provide structure to the process and 
ensure all voices can be included. This chapter provides examples of person- 
centered design methods to aid in development and sustainability of citizen science 
research collaboration.

Review Questions
 1. What is the main concept of person-centered design?

 A. The patient is part of the process but only as a passive participant to listen to 
the design team.

 B. Focuses on multiple aspects of a person’s life versus a single component 
or aspect.

 C. Rigorous methods are not needed as all stakeholders can speak up equally at 
any time

 D. Patients are not equal members of the design team as the main researcher has 
the final say in all matters related to design.

 2. Of the three phases in design thinking, which phase focuses on creating ideas the 
team can test with stakeholders?

 A. Research
 B. Creative
 C. Prospective
 D. Ideation

Answers
Question 1: B is the correct answer. The person-centered design focuses on the 

whole-person and takes multiple aspects of the person into account.

A. Incorrect answer. The patient is an equal partner in the design process.
C. Incorrect answer. Rigorous methods are needed to ensure all stakeholders, 
including patients, have a voice within the design process.
D. Incorrect answer. Patients are equal partners in the deign process.

Clinical Pearls
• Begin with the end in mind
• Include patients/citizen scientists early and throughout the design process
• Honor agency within the individual, family, or community

R. R. Austin and C. X. Wang
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Question 2: D is the correct answer. Ideation is the process in create ideas that the 
team can test with stakeholders then cut down into the most suitable, most practi-
cal, and innovative solutions

A. Not correct. Research phase defining the requirements for the product are 
about to design.
B. Not correct. Refinement phase helps the design team to develop ideas and 
concepts and deliver them to stakeholders
C. Not Correct. Prospective phase is not a phase.
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Chapter 15
Leveraging Library and Information 
Science to Discover Consumer Health 
Informatics Research

Christie L. Martin, Elizabeth V. Weinfurter, Kristine M. Alpi, and Scott Sittig

Abstract The field of consumer health informatics (CHI) is constantly evolving. 
The literature that supports CHI includes a broad scope of expertise and disciplines, 
which makes discovering relevant literature a challenge. Through a library and 
information science lens, we provide foundational familiarity with the structures of 
information discovery systems and considerations that impact the discovery of CHI 
literature. We outline the steps included in the design and execution phases of a 
CHI-related literature search. We also provide an example search using wearable 
technologies and a case in point that illustrates how terminologies differ across 
databases. We describe the importance of operationalizing elements of a research 
question and strategically combining search terms in a query to enhance the find-
ability of CHI literature. The reader will gain a database-agnostic understanding of 
the structures and factors relevant to the retrieval of CHI literature, which should be 
particularly useful as the field of CHI and the tools for retrieving literature continu-
ously change.

Keywords Controlled vocabulary · Consumer health informatics · Databases  
Literature searching · Subject headings · Wearable technology

C. L. Martin (*) 
School of Nursing, University of Minnesota, Minneapolis, MN, USA
e-mail: mart1026@umn.edu 

E. V. Weinfurter 
Health Sciences Library, University of Minnesota, Minneapolis, MN, USA 

K. M. Alpi 
OHSU Library and Department of Medical Informatics & Clinical Epidemiology, Oregon 
Health & Science University, Portland, OR, USA 

S. Sittig 
College of Nursing and Allied Health Professions, University of Louisiana at Lafayette, 
Lafayette, LA, USA

© The Author(s), under exclusive license to Springer Nature 
Switzerland AG 2022
P.-Y. S. Hsueh et al. (eds.), Personal Health Informatics, Cognitive Informatics 
in Biomedicine and Healthcare, https://doi.org/10.1007/978-3-031-07696-1_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-07696-1_15&domain=pdf
mailto:mart1026@umn.edu
https://doi.org/10.1007/978-3-031-07696-1_15


306

 Introduction

Identifying and retrieving the knowledge base of consumer health informatics (CHI) 
is a foundational skill for all learners and researchers engaging with informatics 
literature. This chapter offers a framework relevant to those who would benefit from 
a systematic and efficient approach to searching CHI literature. Consumer health 
informatics is a rapidly evolving subdiscipline of health informatics that requires 
ongoing learning about new terminology and system search strategies. According to 
the American Medical Informatics Association (AMIA),

Consumer Health Informatics is the field devoted to informatics from multiple consumer or 
patient views. These include patient-focused informatics, health literacy and consumer edu-
cation. ...Consumer informatics stands at the crossroads of other disciplines, such as nurs-
ing informatics, public health, health promotion, health education, library science, and 
communication science (American Medical Informatics Association n.d.).

Consumer health informatics research is always within the context of human 
health and often pursued by multidisciplinary teams of professionals, including 
varied health care experts, engineers, computer and data scientists, librarians, econ-
omists, designers, sports scientists, community organizers, and consumer advo-
cates. Although CHI research has been around for several decades (United States 
General Accounting Office 1996, p.1), it has evolved. Published work is varied and 
can include basic science studies on textiles and materials, proof-of-concept work 
with healthy research participants, feasibility studies in the patient population of 
interest, and dissemination (or direct-to-consumer marketing) of commercial prod-
ucts. The professional discipline of the lead author and the type or stage of the CHI 
research often determine the preferred place of publication, such as engineering or 
computer science journals for proof-of-concept work, or health discipline or infor-
matics journals for outcome studies. Recent CHI research investigates consumer 
electronic technologies, such as wearables, mobile health devices, and sensors to 
support consumers for the purposes mentioned above. These latter technologies are 
myriad and rapidly changing, making it difficult for researchers to locate relevant 

Learning Objectives
 1. Become familiar with the wide scope of content and expertise that com-

prises the consumer health informatics literature.
 2. Outline the steps included in the design and execution phases of a con-

sumer health informatics-related literature search to find relevant articles 
in health and engineering databases.

 3. Understand the role of search terms (keywords, phrases, and subject head-
ings) used to enhance the findability of consumer health informatics litera-
ture within a specific context (e.g., wearable technologies).

C. L. Martin et al.
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literature1 due to the widely varied terminology that is inconsistently applied in 
electronic databases, or information discovery sources.

Successful literature retrieval is not exclusive to searching databases but instead 
consists of strategically designing and executing a literature search. The design 
phase of a literature search involves formulating a research question and opera-
tionalizing the question’s elements. The execution phase of a literature search con-
sists of a database query that utilizes search terms (keywords, phrases, and subject 
headings) representing these elements as concepts. The design phase is the most 
critical component of the literature retrieval process.

This chapter lays the groundwork that will allow researchers at all levels to make 
informed and mindful decisions about designing and executing CHI literature 
searches. We have written this chapter for readers coming from any background. 
Our goal is to create a shared understanding of the typical structure of databases and 
techniques used to search literature; knowledge that is often skipped over in a rush 
to focus on the logistics of searching a particular database. In addition to this con-
ceptual foundation, we also aim to provide practical guidance for retrieving litera-
ture regardless of where it is published or electronically stored. To this end, we 
detail designing and executing a literature search, provide an executed literature 
search exemplar, and illustrate insights from our own research on how database 
terms relate to the language used by the author(s). This chapter does not extend 
beyond knowledge discovery, but to learn more you may consult one of the many 
resources detailing different literature review processes in their entirety (Aromataris 
and Munn 2020; Garrard 2017; Higgins et al. 2021).

 Designing a Literature Search

 Consult with Information and Library Scientists

Information scientists (e.g., library scientists, informationists, or librarians), herein 
librarians, are specially trained and experienced in searching the literature and are 
important collaborators on projects that depend on a thorough review of the litera-
ture. Involving librarians early in the search process is critical. Each database has 
slightly different features and functions that constantly change. Librarians can 
advise on the current best practices for challenging research topics and on the intri-
cacies of databases. Developing a database-agnostic foundational knowledge with 
the help of a librarian can serve researchers throughout their careers despite data-
base changes or the advent of new resources. Additionally, and more importantly, 
librarians can help facilitate the best approach to scoping the literature, starting with 
drafting a research question. Academic institutions almost always employ 

1 We are using “literature” as a catch-all term for journal articles, books and chapters, dissertations, 
conference proceedings, standards of practice, etc.
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professional librarians with specialized knowledge, but if you are not based at an 
institution with librarians, you can consult the Network of the National Library of 
Medicine Member Directory at https://nnlm.gov/membership/directory for a refer-
ral to a health sciences library or visit your local public library.

 Draft a Research Question

Before executing a search query in a database, you should think critically about the 
foundational component of the design phase, which includes organizing informa-
tion and ideas in the format of a research question. There are many ways to collect 
and organize information and ideas to prepare for a search; they all share two com-
mon goals: (1) identifying the essential elements in your research question and (2) 
determining the relative priority of these elements.

Research is iterative, and each step reveals new information that helps refine the 
research question and approach. The approach will vary depending on your goal. 
For example, your goal might be to find specific CHI-related exemplars or broadly 
explore the CHI literature. A different goal might be to find all relevant literature on 
a CHI topic for a patent or grant application or to ask an evidence-based question 
about a CHI intervention.

There are several frameworks used to develop evidence-based, searchable ques-
tions. Clinicians and informatics researchers, especially those trained in nursing and 
allied health, often use the PICO(T) format to search for evidence surrounding top-
ics of therapy and prevention, diagnosis, etiology, and prognosis. PICO(T) is a mne-
monic with the following PICO(T) elements: P (problem or patient/population); I 
(intervention); C (comparison); O (outcome); and T (time frame). Depending on the 
question, the C and the T may be implied as the current standard of care and time-
frame and may be important to screening eligible literature once it is retrieved; these 
elements are often not included when executing a search, as you will see in the 
Exemplar Literature Search section below (Riva et al. 2012).

Drafting a PICO(T) question is the first step in framing a problem to be explored 
efficiently and effectively. Ideally, in the case of “consumer health informatics,” 
each of the three elements (i.e., “consumer,” “health,” “informatics”) would fit uni-
formly into the PICO(T) format: “consumer” would correspond with P (problem or 
patient/population), “health” might correspond with either P (problem) or O (out-
come), and “informatics” would likely correspond with I (intervention). While 
informaticians can use the PICO(T) format to draft CHI-related research questions, 
there is great value in expanding the concepts representing these elements beyond 
using the words “consumer health informatics” because these elements are too 
broad in scope. Instead, you should conceptualize precise PICO(T) elements to 
comprise a specific research question. For example, you might ask: In adults (P) 
with asthma (P), are wearable devices (I) effective at helping them self-manage their 
symptoms (O)? To illustrate the sequence of steps in the design and execution stages 
of searching the literature, we will continue to use this PICO.

C. L. Martin et al.
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 Operationalize Elements

After formulating a research question, you should operationalize or define each ele-
ment of interest before combining them into a search query (discussed in the 
Executing a Literature Search section). To operationalize, first extract each element 
from your research question (i.e., “adults,” “asthma,” “wearable devices,” “self- 
management”) and then conceptualize the elements and all synonymous elements. 
For example, when operationalizing the element “adult,” you might consider the 
particular age category (e.g., “college-aged” or “older adults, 65+”) or their place of 
residence (e.g., “rural” or “urban”). The former may impact the adult’s ability to 
interface with the wearable, and the latter may affect their access to mobile health 
technologies or the air quality or asthma management. When operationalizing the 
element “wearables,” you might consider synonyms like “activity tracker,” “Fitbit,” 
“smartwatch,” etc. If, for example, your intended audience includes persons unfa-
miliar with informatics or wearable technologies, you may choose elements that are 
easier to understand (e.g., “iPhone” or “mobile app”).

 Prioritize Elements

After operationalizing the elements of your research question, consider which ele-
ments are most important. A common mistake in designing your literature search is 
to put search terms (keywords, phrases, and/or subject headings) for all of the ele-
ments or concepts of your research question into your database. This approach is 
usually overly specific and may not yield any literature. Ideally, you would use a 
high-level approach that starts with a few essential elements. Are you most inter-
ested in your specific population and willing to broaden the intervention and out-
comes? Or is a particular intervention your highest priority? It is critical to determine 
which elements of your question are of the highest priority and necessary for your 
database query. It is also important to decide which elements to narrow down or 
broaden out conceptually when executing a literature search. A librarian can assist 
with the vital task of prioritizing elements and considering concept combinations, 
the latter of which is described next.

 Executing a Literature Search

 Consider Concept Combinations

Next, you will incorporate the elements of your research question into the execution 
phase of the literature search. In the first step of this phase, you typically combine 
elements as concepts with Boolean operators: AND (narrows down), OR (broadens 
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out), NOT (excludes). These operators are used to combine search terms, such as 
keywords, phrases, and subject headings. After isolating and operationalizing the 
elements in your research question, you will determine the concepts of the highest 
priority and use Boolean logic to combine concepts that best align with the search 
terms and the research question. Next, you will place these combinations into the 
database search query. For example,

AND (narrows down): wearables AND asthma
OR (broadens out): wearables OR mobile apps
NOT (excludes): asthma NOT exercise-induced asthma

We provide additional examples of Boolean logic within a search query in the 
Exemplar Literature Search section.

 Choose Relevant Databases

Information relevant to CHI is broadly available online. Therefore, a CHI topic 
exploration might start with a search of Google Scholar to get an idea of what is 
available and how a topic is discussed. However, Google Scholar covers a different 
depth and breadth of literature than other databases and does not allow the sophisti-
cated and reproducible search methodologies discussed later in this chapter. A 
researcher will not be able to fully characterize and the impact of Google Scholar’s 
search algorithm on retrieval. Google Scholar also does not offer the level of search 
precision available in more highly structured databases. It is an important tool for 
researchers but knowing when to use it is key. See Table 15.1 for a list of databases 
selected for their relevance to CHI literature searches and their characteristics (i.e., 
topics covered, content/type covered, years covered, and controlled vocabulary 
status).

As previously stated, literature pertinent to your CHI research question may have 
been published in a wide variety of journals, requiring you to search multiple 
discipline- specific databases. If you are interested in the health implications of the 
technology in a patient or consumer population, you may focus solely on the health 
literature. The single largest database comprising health literature is PubMed/
MEDLINE, which contains over 32 million citations as of 2021 and is free to search 
at https://www.pubmed.gov (National Library of Medicine: National Center for 
Biotechnology Information 2021).

PubMed/MEDLINE includes some engineering literature, such as selected pub-
lications of the Institute of Electrical and Electronics Engineers (IEEE), to provide 
exposure to earlier technology research and development literature. There is overlap 
in the topics and content covered across the databases in Table 15.1. We give an 
example of this overlap within the context of “wearables” in the Case in Point 
section.

Few journals focus specifically on CHI or personal health/pervasive computing, 
and minimal terminology clearly identifies these areas. Thus, when querying a wide 

C. L. Martin et al.
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Table 15.1 Selected databases relevant to CHI literature searches and their characteristics

Database name
Topics 
covered Content/type covered Years covered

Controlled 
vocabulary

PubMed/ 
MEDLINE

Health and 
Biomedical 
Sciences

Primarily journal articles 1946-presenta Medical 
subject 
headings 
(MeSH)

Cumulative 
index to nursing 
and allied health 
literature 
(CINAHL)

Nursing/
Allied health

Journal articles, books and 
chapters, nursing 
dissertations, selected 
conference proceedings, 
standards of practice, legal 
cases, and other document 
types

1982-present CINAHL 
terms

Compendex Engineering/
computer 
science

Journal articles, 
conference proceedings, 
reports, and monographs 
(books)

1884-present Main headings

INSPEC Engineering/
computer 
science

Journal articles, 
conference proceedings, 
and reports

1896-present Controlled/
subject terms

IEEE Xplore 
(Institute of 
Electrical and 
Electronics 
Engineers)

Engineering/
computer 
science

Journal articles, 
conference proceedings, 
books, and standards 
published by the IEEE and 
its publishing partners

1988-present IEEE terms, as 
well as 
INSPEC 
controlled 
termsb

Google scholar All scholarly 
topics

Scholarly articles, theses 
and dissertations, patents, 
legal cases

Always 
changing

None

Scopus All scholarly 
topics

Journal articles 1968-presentc,d Variese

Web of science All scholarly 
topics

Journal articles, book 
chapters, proceedingsc

1900-presentc,f Variese

a 1946-present consistently, with the ability to query earlier articles
b MeSH terms for 14 IEEE biomedical-related titles
c Varies by subscription
d Articles date back to as early as 1788
e Records include terms from the source database; keywords are generated from words in titles/
abstracts/references
f Articles may date back earlier than 1900

range of literature, it is essential to use various search terms. The most challenging 
part of conceptualizing CHI is ascertaining whether the consumer is engaged in 
their own health or with the technology. In general, the technology and engineering 
journals typically do not report on the clinical outcomes of patients using the tech-
nology or, if they do, this literature may not use language that reflects the individu-
al’s engagement with the devices. Many of the databases that include this literature 
augment the author-provided keywords and phrases used to index the articles by 
applying database-specific vocabulary to categorize the content. Several databases 
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have additional strategies for using the author-provided keywords and phrases as 
well as words in the title, abstract, full text, or references of the article (discussed in 
more detail in the next section).

If you are searching a database for the first time, consult a librarian or review the 
user guide provided by the database producer to ensure you understand the database 
structure and its search fields. Librarians can also provide input on choosing the 
most appropriate database(s) and search terms. Once you have successfully located 
literature in one database, you may want to query another database. Since each 
database queries literature slightly differently, consider consulting a librarian to 
assist you with translating the search terms appropriately. Finally, be certain to doc-
ument your search strategy to ensure reproducibility or meet the requirements for 
search documentation if you are performing any type of scoping or system-
atic review.

 Understand the Difference Between Keyword and Subject 
Heading Queries

Once you draft your research question, operationalize and prioritize your elements, 
consider concept combinations, and choose the desired database(s), you are ready 
to execute a database search query. The bridge between designing and executing a 
literature search lies in understanding how information sources are structured and 
queried.

There are two main ways to execute a database query. You can execute a keyword 
query, which retrieves literature by looking for an exact match for a word or phrase 
used by the author(s) and/or a subject heading query, which retrieves literature by 
using controlled vocabularies or concepts assigned by the database as metadata. 
Metadata is data that describes other data. In this case, it is the data attached to an 
article in a database. Metadata can be created by humans, by an automated process 
involving machine learning and natural language processing, or by combining the 
two processes (whereby humans curate the terms to be used automatically, or they 
approve terms originally suggested by automated approaches). Subject heading 
queries, described in the Subject Heading Queries section, capture literature related 
to a specific concept regardless of the exact words the author(s) use since this meta-
data describes the author-provided language in a standardized way. Most scholarly 
databases have some system of subject headings, though this type of controlled 
vocabulary varies in depth and specificity.

Knowing the characteristics of the database, including its keyword search capa-
bilities and subject heading structure, is an integral part of decision-making when 
constructing a solid search strategy. We generally recommend searching all fields 
since author keywords and other relevant terms may be in fields other than the 
abstract, such as the “Other Terms” field in the PubMed/MEDLINE database. 
However, search strategies focused on keywords across all fields may reduce 
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opportunities to fully use the features in the hierarchy of vocabularies discussed in 
the following sections of this chapter. A comprehensive search likely uses OR state-
ments to combine keyword and subject headings for maximal sensitivity in identify-
ing relevant literature.

 Keyword Queries

When conducting a keyword query to identify articles using a search term, data-
bases work in various ways. At its simplest, a keyword query picks up an exact 
match for words as used by the author(s). For example, querying “wearable devices” 
will retrieve articles using that exact phrase but will not retrieve articles with the 
word “wearables” or “wearable device.” A keyword query for “asthma” will not 
retrieve articles with the word “asthmatic.” When used in a query, these slight varia-
tions of search terms representing the same concept are called term variants. To 
yield multiple term variants, most databases allow for the truncation of keyword 
queries. Truncation comprises a symbol (most often the *) representing a stem, or 
portion, of a search term. For example, querying “asthma*” will retrieve “asthma” 
as well as “asthmatic,” “asthmatics,” etc. Truncation only works at the end of a term, 
not at the beginning or internally. Some databases also allow for an internal wild-
card character, which comprises a character (“?”) and represents the absence or 
presence of a portion of a search term, which can be helpful for international spell-
ing variants. For example, “digitali?ation” would retrieve the words “digitalization” 
or “digitalisation.” Regardless of the keyword query options allowed by a database, 
you should consult your librarian to help you consider slight variations of terms.

It is also important to know how a database handles phrase searching, a type of 
keyword query that searches for two or more search terms exactly as entered into 
the query. To execute a phrase search, databases often require you to use quotation 
marks to group words together in a query; for example, “wearable devices.” If you 
do not use the quotation marks, querying the term ‘wearable devices’ may query 
both of the words individually (e.g., devices that are not wearable). Some databases 
allow for adjacency searching, searching for two words located within a specified 
number of words from each other. For search terms with variants that cannot be 
included with a simple truncation, you can use adjacency searching to allow for 
more flexibility while still keeping the search terms within context. For example, to 
execute a query for “symptom clusters” that allows for this type of flexibility, you 
could query “symptom* adj4 cluster*,” which would retrieve the words “symptom 
cluster,” “symptom clusters,” “cluster of symptoms,” “symptoms that are clus-
tered,” etc.

An additional consideration when executing keyword queries is knowing where 
the database looks for the words in your search query. Most scholarly databases do 
not search the full text of an article. Instead, a query often uses article metadata and 
author-provided data (e.g., title, abstract, author(s), etc.). For example, a default 
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keyword query usually looks for keyword matches in the title, abstract, and meta-
data. You could instead choose to only query words in the title of the article to 
retrieve literature with higher relevance. When executing a keyword query, it is vital 
to consider term variants, where in the literature the database searches for the 
author(s)’ words, and whether there is any database-specific syntax for truncation, 
wild cards, phrase searching, etc. Databases sometimes allow for greater specificity 
when executing a query by enabling you to place search limits, or filters (e.g., lan-
guage, range of dates), on your query.

Clinical Pearl 1: Keyword Searching in PubMed Have you ever felt as if you 
had seen a paper with a particular word or phrase in the title or abstract before, but 
when you query that phrase in PubMed, you are unable to retrieve any articles? For 
reasons of response time and search demand, PubMed cannot search all of the indi-
vidual words and phrases in the title and abstract of the millions of records in real- 
time. Instead, it searches a pre-generated phrase index of the most commonly 
occurring phrases. You may need to use a commercial version of MEDLINE (such 
as Ovid Medline) that allows for word and adjacency searching.

 Subject Heading Queries

A subject heading is a standardized term for a concept within a controlled vocabu-
lary, which is a list of subject headings that represents concepts in a standardized 
way. Controlled vocabulary often exists in a taxonomy, or hierarchical classification 
system, used by a database. Subject headings are components of a system of con-
trolled vocabulary (e.g., Medical Subject Headings) developed for a discipline, usu-
ally specific to a single database (see the “Controlled Vocabulary” column in 
Table 15.1). As previously stated, subject heading queries retrieve literature using 
concepts rather than exact matches of words used by the author(s). For example, 
you might not know to include the search terms “fitness tracker” and “smartwatch” 
when searching “wearables.” When literature is added to a database, subject head-
ings are identified and applied to the article records as metadata to describe the 
article’s content in a standardized way making the literature retrieval more efficient. 
In this way, metadata application is similar to, and different from, using hashtags 
when posting on social media. The application of hashtags and metadata differs in 
that the person interfacing with social media “controls” using the hashtags, while 
the database “controls” the subject headings on the backend. While the creation of 
subject headings by humans takes time and can be subject to human error, a subject 
heading query has the benefit of inherent human judgment, especially since the 
context has already been considered. On the other hand, keyword queries are depen-
dent on the sophistication of the database and the search engine itself. You would 
execute a keyword query when literature has yet to be indexed with subject headings.

Medical Subject Headings (MeSH) terms are among the most highly developed 
subject headings used in PubMed/MEDLINE, the primary database used to retrieve 
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CHI literature. The United States National Library of Medicine created MeSH 
terms in the 1960s to facilitate literature discovery in the life sciences (National 
Library of Medicine 1960). With the advent of electronic databases, queries quickly 
became more accessible and highly complex. Still, the underlying structure utilizing 
MeSH terms to facilitate the discovery of literature persists to this day. Given the 
enormous volume of literature that requires controlled vocabulary, the National 
Library of Medicine has its own indexing initiative (National Institutes of Health: 
U.S. National Library of Medicine 2018; National Institutes of Health: U.S. National 
Library of Medicine 2019).

Clinical Pearl 2: PubMed vs. MEDLINE vs. Ovid? The MEDLINE database is 
the National Library of Medicine’s primary bibliographic database containing more 
than 27 million references to journal articles in life and health sciences fields. 
MEDLINE records have Medical Subject Headings attached. You can search 
MEDLINE using many electronic databases, including the free version (PubMed) 
or commercially available versions (Ovid Medline, EBSCO Medline, Scopus, and 
more). Each method used to search MEDLINE contains slightly different search 
options and additional material, but the core MEDLINE database is the same. Talk 
to a librarian for details on a specific method of searching MEDLINE.

See Fig.  15.1 for the CHI MeSH term found in PubMed/MEDLINE. Subject 
headings are particularly useful for CHI-related queries, given the broad scope of 
the CHI discipline. Countless keywords can describe CHI, which makes a compre-
hensive keyword query nearly impossible. However, with its associated subhead-
ings (i.e., economics, ethics, etc.), as seen in Fig. 15.1, a subject heading query can 
capture concepts represented by a wide variety of keywords and phrases.

The CHI MeSH term displayed in Fig. 15.1 highlights two beneficial features of 
subject headings. First, the ability to narrow down to a specific facet of the topic by 
choosing the desired “subheadings” (i.e., economics, ethics, methods, etc.) under 
“PubMed search builder options.” Second, the ability to restrict, or focus, to a 
“MeSH Major Topic,” which leverages the aforementioned human judgment 

Consumer Health Informatics
The field devoted in Informatics from multiple consumer or patient views.
Year introduced: 2018

PubMed search builder options
Subheadings:

economics
ethics
methods

organization and administration 
standards

statistics and numerical data

Restrict to MeSH Major Topic.
Do not include MeSH terms found below this term in the MeSH hierarchy.

trends

Fig. 15.1 Consumer health informatics term display from the MeSH Database, PubMed, 2021 
(National Center for Biotechnology Information, U.S. National Library of Medicine 2018a)
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inherent in subject headings to retrieve articles where this MeSH term is one of the 
top concepts in an article. Focusing can be a powerful tool in cases where you seek 
clear examples of CHI literature rather than literature where CHI might be a less 
important concept.

The CHI MeSH term example also highlights the weaknesses of a subject head-
ing. As seen in Fig. 15.1, PubMed/MEDLINE added the CHI MeSH term to the 
database taxonomy in 2018, and this evolution is typical with emerging concepts. It 
is essential to understand that the “Year introduced” date (Fig. 15.1) means that this 
subject heading will not reliably yield literature before 2018, limiting the discovery 
of literature. A subject heading will not usually be added to the taxonomy until a 
critical mass of literature or a concept has emerged as essential and well-defined. 
Thus, long periods of time may pass before a relevant subject heading is available 
to researchers executing literature searches; some concepts may not ever be deemed 
necessary enough to create a subject heading.

See Fig. 15.2, which displays the MeSH term “Consumer Health Informatics” 
within a conceptual hierarchy. Taxonomies are often organized within a conceptual 
hierarchy, or a multilevel structure that arranges concepts in relation to similar 
concepts. As previously stated, subject headings (e.g., MeSH terms) exist within a 
taxonomy or conceptual hierarchy. Thus, the structure of a conceptual hierarchy 
provides the context for the concepts you query. Similar to the CHI MeSH term 
example above, the conceptual hierarchy also offers additional options for refining 
or focusing your query. To include the narrower concepts related to the selected 
subject heading in a query, databases typically provide a function called explode. In 
the example below, searching the subject heading “Medical Informatics” with the 
explode option would include in the query the subject headings “Health Information 
Exchange,” “Medical Informatics Applications,” and “Medical Informatics 
Computing,” as well as any narrower terms included under those three subject 

All MeSH Categories
Information Science Category

Information Science

Informatics
Cheminformatics

Computational Biology

Consumer Health Informatics

Dental Informatics

Medical Informatics

Health Information Exchange 

Medical Informatics Applications +

Medical Informatics Computing +

Nursing Informatics 

Public Health Informatics

Fig. 15.2 Display of “Consumer Health Informatics” MeSH term within a conceptual hierarchy 
(National Center for Biotechnology Information, U.S. National Library of Medicine 2005)
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All MeSH Categories
Analytical, Diagnostic and Therapeutic Techniques and Equipment Category

Equipment and Supplies
Electrical Equipment and Supplies

Wearable Electronic Devices
Fitness Trackers
Hearing Aids

Smart Glasses

Fig. 15.3 Display of “Wearable Electronic Devices” MeSH term within a conceptual hierarchy 
(National Center for Biotechnology Information, U.S. National Library of Medicine 2018b)

headings (as denoted by the +). The conceptual hierarchy and the explode option 
allow for easy retrieval of a large concept group in ways that are not possible with a 
keyword query. Consult your librarian if you need assistance with focusing 
your query.

See Fig. 15.3, which displays the “Wearable Electronic Devices” MeSH term 
within a conceptual hierarchy. The PICO question we presented earlier presumes 
that, as a MeSH term, “Wearable Technologies” are a specific type of “Consumer 
Health Informatics” intervention. However, within the MeSH taxonomy, a wearable 
device is conceptualized as “Wearable Electronic Devices” and is placed into the 
conceptual hierarchy under “Electrical Equipment and Supplies,” as shown in 
Fig. 15.3. The exemplars in Fig. 15.2 and Fig. 15.3 highlight the subtle differences 
in organizing subject headings within conceptual hierarchies and the importance of 
including different subject headings, or aspects of controlled vocabulary, to pre-
cisely capture relevant literature. A strong execution strategy will utilize multiple 
ways to retrieve literature that consists of the concepts of your research question.

 Keyword Versus Subject Heading Queries: What Is the Optimal  
Balance?

As stated above, there are strengths and weaknesses to subject heading queries, and 
there is no best way to execute a query. In general, an effective query will use both 
keywords and subject headings to diversify the methods and types of literature 
retrieval. The execution phase of a literature search is typically shaped by the goals 
laid out in the planning phase. If you are in the early stages of your research project, 
you should ask yourself what you are trying to accomplish. Are you looking for 
exemplars on a topic or trying to get a sense of what is out there? Or, are you doing 
a systematic review or otherwise attempting to retrieve as much literature as possi-
ble? If your goal is the former, you may not need to include many term variants or 
even query multiple databases because you would be okay with not retrieving all of 
the literature. If your goal is the latter, you will need to do a much more comprehen-
sive search and query multiple databases. Sometimes, you may execute a search 
using a hedge, a combination of keywords and subject headings that others have 
developed to retrieve literature on a concept (see the Case in Point section for an 
example of a hedge).
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Every search involves a sort of cost-benefit analysis, where the cost is the amount 
of work that goes into screening the retrieved literature to determine what literature 
is relevant. The benefit is the amount of directly relevant literature retrieved. There 
is no magic bullet that will result in a perfect literature retrieval. The advantage of 
increased confidence that you are not missing relevant literature usually comes at 
the cost of needing to screen more literature that may not be relevant. For example, 
if you conduct a systematic review, you might have to screen thousands of articles 
only to find a small quantity of literature pertinent to your research question. 
Executing a search like the latter would thus not be an effective strategy if you did 
not need to find vast amounts of literature on a topic. To help you determine the cor-
rect approach to executing your search, you should think realistically about the 
goals and deadlines of your literature search and consider a time-cost analysis based 
on your availability.

Information scientists often describe the breadth of a query in terms of sensitivity 
and specificity. A sensitive query yields many ‘false positives’ but should capture 
the majority of relevant literature. A specific query yields few ‘false positives’ and 
thus may miss literature, but the literature retrieved will be mostly relevant. Thinking 
about what literature is essential to retrieve will help you determine which database 
features to use to achieve your goals. For example, suppose you want to execute a 
specific query that yields mostly relevant literature that is easy to screen. You could 
use just a few search terms that match the author-provided words in a “title,” or you 
could use the “major subject heading” search field. In this case, you would be okay 
with the chance of not retrieving all relevant literature, likely because you do not 
want to spend a lot of time screening through irrelevant literature or because you 
only need a few articles. If, on the other hand, you want to execute a sensitive query, 
you could include many term variants to increase your confidence that you are not 
missing important information. In this case, you are less likely to miss literature, 
and you would be okay spending more time screening the literature. Another impor-
tant consideration is that the search query is not the only way you will retrieve rel-
evant literature. Screening the cited references in the articles will help you discover 
other relevant literature, which in turn will inform revisions to your search query.

Clinical Pearl 3: The Complexity of Screening Literature Discovering literature 
that speaks to consumer engagement is complex since many databases look for your 
search terms only in the title, abstract, subject headings, or other metadata rather 
than in the full text. The amount of literature where consumers are clearly identified 
as active participants in their health and with the technology is less than you might 
expect and not always apparent from the language used in the title, abstract, or 
metadata. Screening lists of results to determine which ones are related to consumer 
engagement is a normal part of the search process.
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 Exemplar Literature Search

Now that you have a better sense of the considerations and logistics that go into a 
successful literature search, we will apply that knowledge to the example PICO 
question we introduced above by building upon it with more specific details in our 
new PICO question: In urban American Indian adults aged 65+ with asthma (P), are 
wearable devices (I) more effective than usual analog care (C) for self-management 
of symptoms (O)?

Identify the Research Question In urban American Indian adults aged 65+ with 
asthma (P), are wearable devices (I) more effective than usual analog care (C) for 
self-management of symptoms (O)?

Establish the Research Goal For this scenario, which assumes that you are in the 
early stages of research, the purpose of our research question is to better understand 
the scope of the literature on the topic and to discover the different ways the topic is 
approached in existing literature.

Determine What Database Is Best Suited for Executing Your Literature 
Search The clinical focus of the question makes PubMed/MEDLINE the most rel-
evant database from which to start. The scope is the discipline of health sciences, 
and the audience is healthcare providers and health informaticians.

Understand How to Best Execute Your Keyword and Subject Heading 
Queries Know how to use PubMed/MEDLINE’s advanced search features 
(Boolean combinations, search limits, subject headings, major MeSH terms, etc.) to 
yield relevant literature. Read the database’s training material or consult a librarian 
if needed.

Now that the pre-work is completed, it is time to execute a query. The PICO 
format creates a good starting point, but you will need to think more specifically 
about operationalizing the elements and determining which concepts are your high-
est priority. As described in the Executing a Literature Search section, you should 
start by using Boolean logic to combine elements to reflect your search priorities.

P: “adults with asthma,” “American Indians,” “urban populations,” “age 65+”
I: “wearable devices”
C: “usual care”
O: “self-management of symptoms”

Your first query, which looks for exactly what you want, might be:

(American Indians AND older adults AND urban populations AND asthma AND 
wearable devices AND self-management)
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This query will likely not retrieve many (if any) articles relevant to your topic, 
given the specificity of the query. In this case, you could either broaden or drop 
specific terms in your subsequent query, depending on the most important concepts. 
For example, you could broaden your concepts to include other types of technology 
used by the population of interest by expanding your list of technology terms:

(American Indians AND older adults AND urban populations AND asthma AND 
(wearable devices OR smartphone apps OR mobile health OR smart watches OR 
mobile phones) AND self-management)

Alternatively, you could broaden the population by excluding the terms “urban 
populations” and “age 65+”:

(American Indians AND asthma AND (wearable devices OR smartphone apps OR 
mobile health OR smartwatches OR mobile phones) AND self-management)

You could also drop concepts from the search entirely or combine terms after 
determining if it is necessary to include each of the concepts of the combination into 
the query. For example, the combination of “asthma” and “wearable device” implies 
that the wearer is managing their own symptoms, so “self-management” likely does 
not need to be included in the query as seen below:

(American Indians AND asthma AND (wearable devices OR smartphone apps OR 
mobile health OR smart watches OR mobile phones)

Remember that articles about “self-management” will still be included in the 
retrieved literature with this broad literature search strategy, as you will discover 
them while screening the literature. Of note, a search query retrieves relevant litera-
ture as long as you utilize search terms pertinent to your research question (in 
essence, it is like knowing how to ask for the things you want). At this point, you 
will have already operationalized your elements and combined and prioritized your 
concepts (like “asthma,” “American Indians,” etc.) in a manner that should yield a 
reasonable amount of literature to screen. Yet, it is important to remain flexible as 
you may need to use additional search terms to discover different or more literature 
that best answers your question.

You can also broaden out concepts in whatever way that makes sense for your 
end goal. For example, if you are most interested in the diseases that are being man-
aged by the technology, you could consider broadening to other chronic diseases:

(American Indians AND (asthma OR diabetes OR COPD) AND (wearable devices 
OR smartphone apps OR mobile health OR smart watches OR mobile phones)

Thinking about different versions of the PICO question will help you identify 
and articulate the most essential concepts. As you try different combinations of 
concepts and analyze the types of literature retrieved, you will learn more about the 
literature (and more about the database retrieval process), informing you how to 
refine future queries if needed. This iterative process of designing and executing a 
literature search and analyzing retrieved literature continues until you have a well-
defined research question and have distilled your search strategy to yield the most 
relevant literature.
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 Case in Point

See Fig. 15.4 for our search strategy developed for a pilot study to comprehensively 
retrieve literature focused on “wearable devices” in PubMed/MEDLINE. We share 
this exemplar hedge from our own CHI research to illustrate the complexities of 
executing a query and retrieving relevant CHI literature. Since our goal was to 
retrieve any literature about “wearable devices,” we developed a highly inclusive 
strategy. The “wearable devices” search strategy in Fig.  15.4, as designed for 
PubMed/MEDLINE, illustrates the complexity of vocabulary and practical implica-
tions of constructing a search on a CHI topic.

See Table 15.2 for our pilot’s single-article citation with terminology from the 
author(s) and PubMed/MEDLINE, INSPEC, and Compendex databases. See 
Table  15.3 for our pilot’s systematic review citation with terminology from the 
author(s) and PubMed/MEDLINE, CINAHL, INSPEC, and Compendex databases. 
As previously discussed, CHI topics are often published for audiences in many dif-
ferent disciplines. Thus, depending on the goal of your literature search, you may 
need to query literature in more than one database. Terminologies are sometimes 
discipline-specific, and different databases often have distinct search options and 
syntax. As part of our pilot study, we analyzed how various databases represented a 
single article (Table  15.2) and a systematic review article (Table  15.3) using 

Search: ("fitness trackers"[MeSH Terms] OR ("fitness"[All Fields] AND "trackers"[All 
Fields]) OR "fitness trackers"[All Fields]) OR "fitness tracker"[All Fields] OR "fitness 
app*"[All Fields] OR "fitness devices"[All Fields] OR "digital compass"[All Fields] OR 
(fitness[All Fields] AND "band"[All Fields]) OR "smart watch"[All Fields] OR 
(smartwatch[All Fields] OR smartwatch's[All Fields] OR smartwatches[All Fields] OR 
smartwatches'[All Fields]) OR ("fitness trackers"[MeSH Terms] OR ("fitness"[All Fields] 
AND "trackers"[All Fields]) OR "fitness trackers"[All Fields] OR ("activity"[All Fields] AND 
"trackers"[All Fields]) OR "activity trackers"[All Fields]) OR "activity tracker"[All Fields] OR 
"activity monitor"[All Fields] OR "activity monitors"[All Fields] OR (“wearable electronic 
devices”[MeSH Terms] OR "wearable computing" OR "wearable health technologies" OR 
"wearable medical devices" OR "body attached sensor" OR ((wearable* or wrist or wrist-* or 
watch or watch-* or pendant or pendants) AND (accelerometer* OR altimeter OR barometer 
OR pedometer OR accelerometry OR actigraph* OR polysomnography OR "activity 
monitoring" OR "activity recognition" OR self track* OR track* OR remote sensing OR -
"wearable sensors" OR chronobiology OR nudge OR reminder OR "ambient assist*"))) OR 
("apple watch"[All Fields] OR "Fit Bit"[All Fields] OR FitBit[All Fields] OR (Garmin[All 
Fields] AND Forerunner[All Fields]) OR (Garmin[All Fields] AND Vivoactive[All Fields]) 
OR "Garmin Vivofit"[All Fields] OR Garmin[All Fields] OR (Garmin[All Fields] AND 
Vivosmart[All Fields]) OR (Huawei[All Fields] AND "fit"[All Fields]) OR ("map"[All Fields] 
AND My[All Fields] AND Run[All Fields]) OR (Misfit[All Fields] AND Ray[All Fields]) OR 
"Misfit Shine"[All Fields] OR (Moov[All Fields] AND Now[All Fields]) OR (Nike[All Fields] 
AND plus[All Fields]) OR (Nokia[All Fields] AND Go[All Fields]) OR (Nokia[All Fields] 
AND "steel"[All Fields]) OR ("polar"[All Fields] AND (A360[All Fields] OR "RS800"[All 
Fields] OR watch[All Fields)) OR (Samsung[All Fields] AND Gear[All Fields]) OR 
(TomTom[All Fields] AND Spark[All Fields]) OR (Under[All Fields] AND Armour[All 
Fields] AND "band"[All Fields]) OR Vfit[All Fields] OR FuelBand[All Fields] OR 
MapMyRun[All Fields] OR Moov[All Fields] OR Nike+[All Fields] OR MyFitnessPal OR 
"Nike Training" OR Plyo OR MapMyRide)

Fig. 15.4 Search strategy developed for a pilot study aiming to comprehensively retrieve literature 
focused on “Wearable Devices” in PubMed/MEDLINE
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different terminologies. The results illustrate the diversity of vocabulary and audi-
ences that informatics researchers must consider when designing their research 
approach.

The depth of terms in a particular domain is usually associated with the type of 
database and its intended audience. Health databases provide many terms related to 
health topics and few terms related to technology, while engineering databases pri-
marily provide technology terms. In both citations illustrated in the tables, the engi-
neering databases assign fewer controlled terms and more system-generated 
uncontrolled terms to enhance retrieval. Using Table 15.3 as an example, the author 
keywords represent a mix of spelling variations for the technology (smartwatch and 
smart watch), high-level terms to represent the type of consumer or patient engage-
ment (health intervention), and terms to describe the paper at a high level (system-
atic review and translational research). The author keywords in the first column also 
appear in the Compendex uncontrolled terms. Comparing the wearable technology 
terms across databases, the engineering databases INSPEC and Compendex have 
similarities and differences. Both databases have the term “watches,” but INSPEC 
also uses “intelligent sensors,” and Compendex also uses “wearable computers” to 
represent related concepts. The health database PubMed/MEDLINE uses “wearable 
electronic devices” and “wearable sensors.” These nuances support our recommen-
dation that to search optimally across distinct domain databases requires some cus-
tomization of the search term choices.

Table 15.2 Pilot single-article citation with terminology from the author and PubMed/MEDLINE, 
INSPEC, and Compendex Databases (Chen et  al. 2017). Terminology similarly used across 
databases is bolded

Author
PubMed/
MEDLINE INSPEC Compendex

Author keywords:
  •  Biosensor
  •  Fuzzy theory
  •  Heat stroke
  •  Wearable 

devices

MeSH terms:
•  Body 

temperature
•  Exercise
•  Galvanic skin 

response
•  Heat stroke
•  Humans
•  Wearable 

electronic 
devices

Controlled/subject terms:
•  Body sensor networks
•  Cardiology
•  Fuzzy set theory
•  Medical information 

systems
•  Medical signal processing
•  Patient monitoring
•  Risk analysis
•  Risk management
•  Sensors
•  Skin
•  Telemedicine
Uncontrolled terms:
•  Heartbeat
•  Early notification ability
•  Wearable heat-stroke- 

detection device
•  Dangerous situation
•  Heat stroke detection
•  Wearable devicea

Main heading:
•  Wearable technology
•  Controlled/subject 

terms:
•  Biosensors
•  Electrophysiology
Uncontrolled terms:
•  Body temperature
•  Dangerous situations
•  Design and 

development
•  Functional 

components
•  Fuzzy theory
•  Galvanic skin 

response
•  Heat stroke
•  Wearable devicesa

a Same terminology as author keywords
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 Conclusion

The field of CHI is rapidly evolving as new types of digital health technologies are 
developed and the push toward patient engagement and empowerment increases. 
Improving the ability of researchers to discover relevant CHI literature to enhance 
the science is essential. With the ever-evolving incorporation of new digital health 
technologies into engineering and health databases, researchers must plan their lit-
erature search design and execution phases. As discussed in this chapter, there are 
many considerations when conducting a CHI-related literature search. With the 
ever-changing field of CHI, we recommend that new and established researchers 
work with librarians when formulating research questions and when executing data-
base queries. This collaboration is critical when working on systematic reviews and 
meta-analyses covering specific CHI topics to ensure that you have retrieved all 
relevant literature.

Acknowledgments We recognize Dr. Robin Austin for her contributions to the conceptualization 
of this project, Jennifer Wells for her work on developing the wearables terms search hedge used 
in the wearables pilot study, and Dr. Rachel Wong for her confirmation of author keywords in the 
pilot study.

Question
Describe how consumer health informatics, and specifically patient participation, could be utilized 
as an element of your searchable PICO(T) question.

Answer
• P – the (patient/population) is the consumer or the (problem) is the health- related issue
• I/C  – the intervention or comparison engages the patient or intentionally does not engage 

the patient
• O – the outcome has to be health-related and important to the patient
• T – the timeframe has to be feasible for the patient

Question
Describe the difference between a keyword query and a subject heading query.

Answer
In a keyword query, the database looks for an exact match for the word or phrase as used by the 
author(s); in a subject heading query, the database uses controlled vocabulary, based on concepts, 
to retrieve literature.

Question
Give one or more reasons that a search in CINAHL for wearable electronic devices would retrieve 
a different number of consumer-oriented articles than discoverable via PubMed/MEDLINE.

Answer
CINAHL focuses on nursing and allied health literature and therefore has a narrower disciplinary 
scope than PubMed/MEDLINE; The search term in CINAHL is “wearable sensors” whereas the 
Medical Subject Heading in PubMed/MEDLINE is “wearable electronic devices”; PubMed also 
covers many more journals than CINAHL.
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Glossary

Adjacency searching A type of query that searches for two words located within a 
specified number of words from each other

Article record Essential details of the article (e.g., title, abstract, authors, etc.); 
often included in the article metadata

Boolean logic Used to combine concepts to be placed into the database search 
query; utilizes Boolean operators (AND, OR, NOT)

Boolean operators Commands used to combine elements of a research question: 
AND (narrows down), OR (broadens out), NOT (excludes)

Conceptual hierarchy A multilevel structure that arranges concepts in relation to 
similar concepts

Controlled vocabulary A list of subject headings that represents concepts in a 
standardized way

Design phase of a literature search The phase of a literature search that involves 
formulating a research question and operationalizing the question’s elements

Electronic databases Information discovery sources
Execution phase of a literature search The phase of a literature search that 

involves putting search terms (keywords, phrases, and subject headings) repre-
senting the elements of a research question into a database query

Explode A database function that includes the narrower concepts related to the 
selected subject heading in a query

Hedge A combination of keywords and subject headings developed to retrieve lit-
erature on a concept

Information scientists Library scientists, informationists, or librarians
Keyword query A database query that looks for an exact match for the word or 

phrase as used by the author(s)
Metadata Data that describes other data; the data (usually subject headings) 

attached to an article in a database
Phrase searching A type of keyword query that searches for two or more search 

terms exactly as entered into the query
PICO(T) element A component of a PICO(T)-formatted question: P (problem 

or patient/population); I (intervention); C (comparison); O (outcome); and T 
(time frame)

PICO(T) format A framework used to develop evidence-based, searchable 
research questions that is often used by clinicians and informatics researchers

Search limits Filters (e.g., language, range of dates) used in a database query
Search terms Keywords, phrases, and subject headings that represent elements of 

a research question and are utilized in a database query
Sensitive query A database query that yields many ‘false positives’ but should 

capture the majority of relevant literature
Specific query A database query that yields few ‘false positives’ and thus may miss 

literature, but the literature retrieved will be mostly relevant
Subject heading A standardized term for a concept

15 Leveraging Library and Information Science to Discover Consumer Health…
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Subject heading query A database query that uses controlled vocabulary (i.e., 
subject headings), instead of only relying on exact words as used by the author(s)

Taxonomy A hierarchical classification system
Term variant A slight variation of search terms used in a database query represent-

ing the same concept
Truncation A stem, or portion, of a search term that is often represented with an 

asterisk
Wildcard character A character that represents the absence or presence of a por-

tion of a search term
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Chapter 16
Ecosystem of Patient-Centered Research 
and Information System Design

Pei-Yun Sabrina Hsueh

Abstract With healthcare costs rising year by year, one of the well-known issues 
modern health systems contends is the need to move from reactive to preventive 
care. However, prior public health studies show that clinical factors contribute to 
only 30-40% of a person’s health determinants. Meanwhile, patient-centered factors 
dominate the rest. These include genetic and environmental, social, and behavioral 
factors. Therefore, understanding these patient- centered factors is the key, and the 
most significant healthcare opportunity thus lies in better integrating patient under-
standing into the workflow for patient-centered care. The introduction of AI/ML 
technologies has brought a promise for enhancing precision patient understanding. 
Still, they have also incurred new problems such as inherent data-driven bias that 
must be combated to ensure AI fairness and health equity.

Recently, more investments have been placed on the technology-enabled democ-
ratization of patient-centered care, starting from collecting patient-generated health 
data (PGHD) and powered through the generation of real-world evidence (RWE). 
Meanwhile, multiple catalysts, including a series of health reform regulations, have 
been fueling this field. Herein emerges an ecosystem around the idea of reinventing 
health systems with a deeper level of patient understanding. This ecosystem com-
prises many traditional healthcare players, such as health systems, payers, and 
national organizations. It also includes many untraditional players, such as research-
ers leading patient engagement and patient-centered research studies and health 
consumers who serve versatile roles such as patient advocates and citizen scientists. 
Moreover, tech and retail giants, pharmaceutical companies, and healthcare startups 
are also exploring multiple pathways to impact.

To realize the potential of this multi-stakeholder ecosystem, we first review the 
barriers each of them is facing in this chapter. Then, as each stakeholder is respon-
sible for one part of the integrated patient-centered care practice, we examine the 
case studies and lessons learned from each perspective regarding the inclusion of 
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patients in the research and information system design process. Critical use cases 
describe the best practice for incorporating PGHD-based RWE into healthcare 
delivery and clinical pharmacology. Based on the lessons learned from the case 
studies, this chapter summarizes challenges and future opportunities wherein health 
AI could help identify actionable insights to improve outcomes through patient-
centered research and information system design. Finally, it is worth noting that this 
chapter reports on the learnings from a series of workshops organized between 2015 
and 2020. This series of workshops gathered leading researchers, citizen scientists, 
and patient/caregiver advocates across multiple professional societies, including the 
American Medical Informatics Association (AMIA), the International Medical 
Informatics Association (IMIA), and the Association of Computing 
Machinery (ACM).

Keywords Citizen science · Patient-generated health data · Patient-reported 
outcome · Patient-centered care · Health AI · Proactive care · Precision healthcare  
Healthcare ecosystem

 Overview

With the healthcare costs rising annually and the baby boomer generation entering 
their retirement age, the health spending as a percentage of GDP in the US has 
increased from 5.5% in 1960 to almost 18% in 2019 (NHE Fact Sheet | CMS n.d.). 
Over the years, healthcare systems have deployed a variety of strategies to control 
costs and improve outcomes. However, these efforts did not stop the increase in 
health spending; instead, the spending is projected to reach $6 trillion by 2027 at a 
rate of 5.5 percent of increase annually in the next decade. In addition, according to 
data from the Organization for Economic Co-operation and Development (OECD) 
and the report from Kaiser Family Foundation, the US lags behind other developed 
countries in many major health quality indicators, such as the rates of all-cause 

Learning Objectives for the Chapter
• Understand the evolution of the emerging health ecosystem to support 

patient-centered care system design and patient-led research
• Identify the critical barriers across technical, organizational, and collabo-

ration issues to patient-centered research and patient-centered sys-
tem design

• Characterize the lifecycle of the process across the patient-centered design 
from planning to design to deployment to evaluation

• Discuss the advantages and disadvantages of the vital design methodology 
frameworks

• Help formulate strategies for user engagement, innovation, dataflow, visu-
alization, and workflow modeling for patient-assistive tooling
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mortality, premature death, death amenable to healthcare, and disease burden 
(Sisko et al. 2019). Almost 75 percent of US healthcare spending (83% for Medicaid 
and 96% for Medicare) is tied to treatments for patients with chronic conditions 
(Galea and Maani 2020). In comparison, preventative services constitute only three 
percent.

These statistics point to a systematic flaw in the former strategies and the need 
for new levers to control costs and improve outcomes. Such new levers include 
moving toward value-based care from fee-for-service financially and providing sup-
port for incorporating patient-specific clinical decisions at both the system and tech-
nology levels. All the new levers require a better understanding of patient- centered 
health determinants.

Therefore, it is essential to enable a deeper patient understanding of our health 
systems and leverage such knowledge in the workflow for patient-centered care. 
Prior public health studies show that clinical factors contribute to only 30–40% of 
a person’s health determinants. At the same time, patient-centered factors domi-
nate the rest. These factors range from genetic to environmental, social, and behav-
ioral factors (Raghupathi and Raghupathi 2018; Hsueh et al. 2018). Thus, even if 
two patients come into the hospital with the same clinical conditions, the interven-
tions that would work for them could be quite different, depending on their behav-
ioral patterns and the likelihood of engaging in preventive care measures. Our 
work in care management has shown that it is possible to leverage the estimation 
of individual differences in the probability of being engaged for health goal attain-
ment (McGinnis et  al. 2017). Thus, adequate adaptive clinical decision support 
(CDS) would need to include a patient-centered care ecosystem that together could 
help offer a precision understanding of patient-centered factors (Tuomilehto 
et al. 2009).

In many other industries, Artificial Intelligence and Machine Learning (AI/ML) 
technologies have played an essential role in the ecosystem to power various recom-
mendation systems with a precision understanding of person-centric factors. Recent 
innovations in AI/ML have also started showing promise in imaging and signal 
detection tasks in the healthcare industry (Petersen et al. 2021). For example, they 
can now detect congestive heart failure (CHF) with almost perfect accuracy. As a 
result, there has been a rising expectation that proactive, informed, patient-centered 
care, i.e., the future of clinical care, can be enabled with the AI/ML innovations. 
However, new challenges have also emerged when applying AI/ML technologies in 
the healthcare industry (Matheny et al. 2019; Bates et al. 2021; Bica et al. 2020). 
This chapter talks about this from two perspectives: clinical care and clinical 
pharmacology.

First, in clinical care, commercial AI/ML algorithms implemented in practice 
have been found to introduce bias from their predictions, which favor groups that 
often access hospital services rather than those who need them most (Wong et al. 
2021; Singh et al. 2020a). The inherent bias comes from the fact that the algorithms 
are trained based on “ground truth” as defined by labels assigned by doctors. By 
matching the ground-truth labels produced in healthcare practice, algorithms inherit 
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the implicit human bias, contributing to disparate health outcomes in marginalized 
populations (Bates et al. 2020; Obermeyer and Topol 2021; Chen et al. 2019).

Take pain assessment in knee osteoarthritis patients for example. Previous 
research has found a low correlation between self-reported pain assessment and 
radiographic severity (Ibrahim 2021). Yet, in current practice, the Kellgren–
Lawrence grade (KLG), a commonly used grading system developed from data of 
coal miners in the UK in the 1950s, is used to determine the radiographic severity 
of knee osteoarthritis. As a result, it has led to the “pain gap” between black and 
white patients. Take breast cancer as another example. Pierson et al. (2021) shows 
that black women are more likely to develop aggressive triple-negative tumors and 
are often diagnosed later in life at more advanced stages of the disease. Moreover, 
implicit data-driven bias could propagate even more broadly when applying models 
trained from health data blindly. Second, in clinical pharmacology, the most critical 
issue is to provide external validity to randomized controlled trials (RCTs) by 
applying Real-World Evidence (RWE) generated from electronic health records 
(Rothwell et al. 2016; Frieden 2017). Unfortunately, RCTs are often conducted with 
strict inclusion criteria in a traditional setting, making its findings hard to generaliz-
able beyond the study population. This limitation, in turn, made individual treat-
ment tricky, as each patient’s subpopulation can be under-represented in the study 
population.

Hence, this chapter describes the caveats in forming a healthy ecosystem to over-
come these limitations as observed from the two perspectives. The gist of the eco-
system approach is to prevent problems of introducing implicit data-driven bias into 
clinical care and clinical pharmacology. We need to engage health ecosystem stake-
holders in an industry standard-setting movement with the goal of an eventual AI 
governance mechanism. These industry standards would be necessary to monitor 
post-ai implementation efficiency and diagnostic accuracy, detect underlying data 
and concept bias and drifts in the widely deployed AI/ML models and maintain 
health equity and fairness (Finlayson et al. 2021; Joaquin Quiñonero-candela et al. 
2009; Park et al. 2021). Moreover, to improve the external validity of RCTs and 
determine individual treatments, multiple national-level government authorities 
have encouraged the inclusion of broader inclusion criteria. Meanwhile, academia 
and the industry are partnering to develop theoretical underpinning and the applica-
tions of models (Bica et al. 2021) and the collection of real-world data (RWD) for 
supporting the generation of RWE (Reading et al. 2018; Fröhlich et al. 2018).

This chapter reports on the findings from a series of workshops organized 
between 2015 and 2020. This series of workshops are organized with leading 
researchers, citizen scientists, and patient/caregiver advocates across the American 
Medical Informatics Association (AMIA), the International Medical Informatics 
Association (IMIA), and the Association of Computing Machinery (ACM). We look 
back at the trend of the last decade to identify the driving forces behind citizen sci-
ence, electronic patient-reported outcome (ePRO), patient-generated health data 
(PGHD), and the evolution of the personal health informatics infrastructure tooling 
as the basis of patient-centered care.
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 From Precision Medicine to Precision Care

In precision medicine, the key idea for improving patient understanding is to search 
for person-specific genetic variants and other biomarkers in patients’ molecular pro-
files. Physicians can then use the identified patient-specific factors to determine which 
treatment plan is more effective for a given patient. For example, in the Biomarker-
integrated Approaches of Targeted Therapy for Lung Cancer Elimination (BATTLE) 
clinical trial (Rashdan and Gerber 2016) for non-small lung cancer patients, research-
ers found the optimal chemotherapeutic agent seen by a specimen of the patient’s 
tumor biopsy. In recent years, more large-scale clinical trials have evolved to incorpo-
rate the precision medicine principle. Examples include NCI- MATCH Trial (Colwell 
J. 2016) and ASCO TAPUR trial (ASCO 2016; Schuetze et al. 2021).

In real-world applications, such methods do not need to be limited to searching 
for biomarkers. Modern health systems can also use these methods to understand 
other patient-specific social, environmental, and behavioral factors. Furthermore, 
academia and the industry partners are working together to identify targeted treat-
ments given the incremental patient understanding during the trials. Finally, health 
systems have also started to work with researchers to develop precision health appli-
cations to assist with care planning.

Besides the methodological breakthroughs in improving patient understanding, 
new financial levers also emerged in the past decade. One well-known lever is 
value-based care, designed to help move the needle from reactive to preventive care. 
Many countries have implemented payment structure reforms to turn traditional 
reimbursement models from fee-for-service to value-based care (Long 2017). 
Health economics studies estimated that the reform could help save a quarter of US 
health spending (West et al. 1997). Multiple catalysts have been fueling this field on 
the path to realizing its potential. For example, the Department of Health and Human 
Services (HHS) announced that it intended to link half of all traditional Medicare 
payments to a value-based reimbursement model. In practice, several health regula-
tions enabled bundle payments under the Affordable Care Act (West et al. 1997; 
Health Information Technology for Economic and Clinical Health (HITECH) Act 
2009; The 21st Century Cures Act 2016; The Interoperability and Patient Access 
final rule (CMS-9115-F) 2020). Under this bundled payment structure, healthcare 
providers assume accountability for the quality and cost of care delivered during a 
predetermined episode of care from initiation to 90  days of post-acute care. In 
recent years, Medicare and Medicaid expenditures switched from fee-for-service to 
value-based reimbursement contracts and bundled payment initiatives. In contrast, 
the percentage of commercial payments shrunk from 42% to 35% (Black et al. 2018).

Another financial lever currently under experimentation is the alternative pay-
ment (APM) model, a subcategory of value-based purchasing initiatives. This lever 
would help shift financial incentives further from volume by linking provider pay-
ments to quality and total cost of care results (Bundled Payments for Care 
Improvement (BPCI) Initiative: General Information | CMS Innovation Center 
n.d.). The Medicare Access and CHIP Reauthorization Act (MACRA) framework 
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support the 2015 HHS announcement that focuses on APMs for quality care 
improvements (Brown and Crapo 2014).

While it is the beginning of providers investigating the switch to value-based 
care, the transition is not easy for many organizations. Only when we can improve 
patient understanding and leverage the financial lever at the same time will we be 
able to control healthcare spending due to preventable health conditions. In addi-
tion, the switch would require many players in the ecosystem to participate in 
observing impacts. For instance, the successful implementation of value-based 
reimbursement models requires extensive data analytics capabilities, population 
health management programs, and the ability to use the Electronic Health Record 
(EHR) systems for documentation and reporting.

 The Emerging Ecosystem

First, we review the role and the barriers each of the ecosystem stakeholders are 
facing. Then, as each stakeholder is responsible for one part of the integrated 
patient-centered care practice, we examine the lessons learned from each perspec-
tive regarding the inclusion of patients in the research and information system 
design process. We then identify critical use cases that illustrate the best practice for 
incorporating PGHD-based Evidence into healthcare delivery. Finally, we summa-
rize the common challenges with an additional focus on future opportunities wherein 
health AI could help identify actionable insights to improve outcomes through 
patient-centered research and information system design.

 Patients and Caregivers

In recent years, one significant trend has been the involvement of patients and care-
givers in advancing science and health information system design. On the one hand, 
many patients and caregivers are willing to share but do not technically have their 
data under control. On the other hand, health organizations are hesitant to commu-
nicate the data back to patients due to the risk of a data breach, negotiating costs, 
and technical compatibility and security difficulties. Neither are academic research-
ers incentivized to share, while the funding scheme does not directly support shar-
ing. As the middle ground, in recent years, we have observed the emergence of the 
data industry (including both startups and technology giants), which aims to serve 
as the bridge to connect patients and health organizations. The data industry is still 
pivoting on its business model and evolving its role in the process of data democra-
tization due to the complexity of the regulatory space.

Currently, as no single force has complete control over this middle layer, the 
most common ways to communicate PGHD back to the health organizations include 
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(1) having the patient outcomes documented with health system-initiated ePRO 
tools and (2) having patients wear passive sensors to record patient behaviors. Given 
the lack of integration into clinical care flow, the benefits of involving patients and 
caregivers directly in an informed clinical care flow so far are still a promise to be 
realized. While the field is still evolving, some best practices have emerged to dem-
onstrate the benefits of the primary and secondary use of PGHD in their sub-fields 
in consumer health informatics (Hsueh et al. 2017a; Lai et al. 2017). These subfields 
include but are not limited to augmenting shared care plans for care coordination for 
patients with multiple conditions, informing chronic and cancer care, evaluating 
personal informatics tools in adaptive trials, and integrating patient-centered under-
standing of omics-data for clinical research. In (Hsueh et al. 2017), we have sum-
marized the best practices in these subfields and put the secondary use of PGHD and 
its overarching themes such as privacy, interpretability, interoperability, utility, and 
ethics. In addition, the recent advancement of telehealth during the Covid-19 pan-
demic has significantly pushed all related technologies.

 Citizen Scientists

Beyond the scope of patient-generated health data, there are also groups of citizen 
scientists contributing to the generation of scientific questions by sharing their data. 
Citizens can generate answers to population health questions of interest to both 
patients and the healthcare system and offers an opportunity to empower marginal-
ized groups, such as sexual and gender minorities, to shape scientific inquiry through 
participation. The above-mentioned technological advances, changing reimburse-
ment models, and innovative informed consent approaches are all driving a shift in 
power dynamics within healthcare, affording greater integration of citizen scien-
tists’ work into research and clinical care (Petersen et al. 2020).

 Pro Research Network and Community-Based Participation

To further break the walls between patients and health organizations, the National 
Institute of Health (NIH) has developed the 10-year PROMIS (Patient-Reported 
Outcomes Measurement Information System) roadmap (AHRQ n.d.) to propose 
next-generation patient-reported outcome measures (PROMs) in more than 70 
domains, such as pain, fatigue, physical functioning, emotional distress, and social 
role participation that significantly impact patients’ quality of life across a variety of 
chronic diseases. In addition, there also exist validated self-administrative proxy 
PROs, including PROMIS, NeuroQoL, ASCQ-Me, and NIH Toolkit.

During the Covid-19 pandemic, Covid19-related PROs are also captured from 
the community, leveraging the structure of community-based participatory research 
(CBPR) (Israel et  al. 1998). Using the CBPR model, community members, 
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organizational representatives, and academic researchers work together in all 
aspects of the research process with shared responsibility and ownership. This 
model integrates knowledge gained through both interventions and policy change.

While using the ePRO tooling or sensors through the facilitation of CBPR is 
promising, this approach often requires a high integration with EHR and is not easy 
to achieve. The growing use of electronic patient-reported outcomes (ePROs) 
(Austin et al. 2020) in clinical care requires change across the health system. Health 
system stakeholders considering initiating or expanding ePROs for care delivery 
must invest in the integration, education, and behavioral change initiatives, follow-
ing the best practice guidelines or toolkits from prior work (Austin et al. 2021).

 The Partnership Between Private and Public Organizations

Driven by prior success in using RWD for comparative effectiveness studies, mul-
tiple stakeholders have started to integrate ePRO tools with EHR, aiming to demon-
strate the value of PGHD-based RWE. The “linked” data collection would serve as 
a powerful tool to fuel clinical care and research, quality improvement, population 
health, and public health. Therefore, many private and public organizations have 
geared up to provide funding support. This ecosystem includes not only pharmaceu-
tical companies but also government agencies such as the NIH, Agency for 
Healthcare Research and Quality (AHRQ), Patient-Centered Outcomes Research 
Institute (PCORI), Centers for Medicare and Medicaid Services (CMS), and the 
Office of the National Coordinator for Health Information Technology (ONC).

 Health Systems

Among all the stakeholders, health systems are the ones that hold multiple incen-
tives to participate in the creation of such a patient-centered care ecosystem. To 
name a few, the switch from fee-for-service to value-based care is one, and the 
expansion to include the home health care model is another.

As mentioned in the introduction of this chapter, governments worldwide have 
been providing incentives for the switch to a value-based care model. Since home 
health services have been proven to be highly cost-effective while achieving the 
same patient outcomes, many government payment structures would include the 
coverage of home health services. For example, in the U.S., Medicare reimburse-
ments provide value-based care for improved patient outcomes. In addition, health 
systems have been looking into expansion into home health services to lower the 
total cost of care.

In addition, the increased prevalence of lifestyle diseases and other target dis-
eases requiring long-term care, such as Alzheimer’s disease and dementia, has also 
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been fueling the health systems’ expansion to home health services. Meanwhile, the 
improved awareness of the importance of in-home care and the technological 
advance in self-care devices, such as heart rate monitors, oxygen therapy devices, 
and blood glucose monitors, have also improved the efficiency and effectiveness of 
home care.

Besides financial incentives, health systems also have technological incentives to 
work in their favor: the Fast Healthcare Interoperability Resource (FHIR) frame-
work (- FHIR v4.0.1 n.d.) has matured enough lately to help providers implement 
APIs that create, read, update, and delete (CRUD) FHIR resource data for autho-
rized applications. Health systems can leverage the API framework to implement 
clinical decision tools based upon an individual patient’s status as indicated by their 
EHR data. In population health management, the use of FHIR Bulk Data Access 
(Flat FHIR) APIs can also help streamline the process and simplify the interfaces.

By leveraging the technological advance in API, health systems are also better 
positioned today to improve clinical decision-making. For example, the APIs enable 
precision patient understanding by integrating consumer devices to collect PGHD, 
defined as health-related data created, recorded, or gathered by or from patients (or 
family members or other caregivers) to help address a health concern. Similarly, 
health systems are also better positioned to incorporate a wide range of ePRO and 
PGHD data sources through patient API in other use cases, such as shared decision 
making, patient safety, and clinical trials.

 Payers

Payers, who set health service rates and process claims, play a significant role in the 
ecosystem to facilitate the increase of a deeper level of patient understanding in sup-
port of the new financial levers. Major payers such as health plan providers, 
Medicare, and Medicaid, have high incentives to use patient understanding to design 
care programs that can help improve the outcomes of vulnerable higher-risk popula-
tions. Some AI applications applied have been preventing claim fraud, reducing 
provider burden, and enhancing care program integrity. With more data streams 
related to patient-reported outcomes integrated into the ecosystems, we now have an 
opportunity to measure healthcare quality and reflect patient outcomes more accu-
rately. CMS has further pushed for a common set of measurement tools to help 
curate patient information such as health-related quality of life, symptoms and 
symptom burdens (e.g., pain, fatigue), health behaviors (e.g., smoking, diet, exer-
cise) (CMS 2021). By integrating PROM data with the claims data that reflect the 
results of evaluation by health care professionals from the patient encounter, the 
ecosystems now have a chance to assess the commonalities and discrepancies 
between the different values and limitations.
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 Regulation Authorities

The Food and Drug Administration (FDA) has also recently deepened its engage-
ment in this area. Specifically, the goal of the FDA is to guard the safety and effec-
tiveness of drugs, biologics, and medical devices. Meanwhile, the FDA also 
provides guiding principles for regulating Software as a Medical Devices (SaMD), 
based on its intent to treat, diagnose, cure, mitigate, or prevent disease or other 
conditions. As of 2021, the FDA has approved more than 60 SaMD applications 
(Benjamens et al. 2020). Examples include AI/ML algorithms in computer- aided 
detection software that analyze Magnetic Resonance Imaging images or signals 
from smartphones to detect and diagnose a stroke or breast cancer (Muehlematter 
et al. 2021a).

The Agency has published a series of updates on the guiding principles and 
called for comments and proposals in this area (Artificial Intelligence and Machine 
Learning in Software as a Medical Device | FDA n.d.; Good Machine Learning 
Practice for Medical Device Development: Guiding Principles | FDA n.d.; FDA 
2019). The AI/ML-Based SaMD Action Plan (Artificial Intelligence and Machine 
Learning in Software as a Medical Device | FDA n.d.) was released in 2018, fol-
lowed up by the Good Machine Learning Practice for Medical Device Development: 
Guiding Principles (Good Machine Learning Practice for Medical Device 
Development: Guiding Principles | FDA n.d.) in 2021. These guiding principles 
outline how to update the predetermined change control plan and encourage stan-
dard harmonization to improve the interchangeability and transparency to end- 
users. In addition, the Agency has also developed Sentinel (Jillson 2021), a clinical 
data partner network and platform supporting the validation study of patient safety 
across partner sites based on common data model (CDS) standards that would allow 
for the test of the same hypothesis across sites.

Finally, another government authority that would become active in this ecosys-
tem is the Federal Trade Commission (FTC). The goal of the FTC is to protect 
consumers and promote fair market competition. Given the potential problem that 
the implicit AI bias would produce adverse outcomes for health consumers, the 
guidance emphasizes using transparent, fair, robust, and explainable tools to the end 
consumers (HL7 Standards Product Brief  - HL7 Version 3 Product Suite | HL7 
International n.d.). The FTC has been monitoring the market movements and get-
ting ready to take action against those organizations whose algorithms may be 
biased or inaccurate.

 Standardization Ecosystems over Health Data Exchange

Given recent technological advances, government agencies and international not-
for-profit standard-developing organizations have put forward quite a few standard-
ization efforts. For example, Health Level Seven International (HL7), founded by 
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the Joint Initiative Council for Global Health Informatics Standardization and mem-
bers in more than 50 countries in 1987, supports the activities of health data stan-
dardization. Each country-based member organization is an ecosystem on its own, 
consisting of a mixture of industry, government agencies, academic institutions, and 
practitioners of interoperability. Together, they serve as multi-stakeholder platforms 
to provide standards that empower global health data interoperability. In 1989, HL7 
released the HL7 v2 standard (HL7 Standards Product Brief - HL7 Version 3 Product 
Suite | HL7 International n.d.), reaching 95 adoption rates by providers. In 2005, 
HL7 further released HL7 v3 standards to enact the Consolidated Clinical Document 
Architecture (CCDA) (HL7 Standards Product Brief - HL7 Version 2 Product Suite 
| HL7 International n.d.). Under the ecosystem-supported efforts, any providers that 
adopt HL7 standards can securely access and use health data across multiple data 
sources, such as electronic health records (EHR) systems, lab information systems 
(LIS), imaging services, and billing systems.

Since 2011, HL7 pushed forward the FHIR framework (Index  - FHIR v4.0.1 
n.d.) as an alternative to the original HL7 v2 and v3 standards to improve interoper-
ability and data exchange. The transition to the FHIR framework would enable data 
manipulation with web technologies, e.g., Representational State Transfer 
(RESTful) web service, making it easier for health systems and clinicians to share 
health data. In addition, the Substitutable Medical Apps, Reusable Technologies 
(SMART) Health IT project created the SMART on FHIR API, including not only 
FHIR but also OAuth2 and OpenID Connect, to enable developers to write an app 
once and run it anywhere in the healthcare system.

On Apr 21, 2020, HHS filed the CMS and the ONC Interoperability final rules 
under the 21 Century Cure Act (Federal Register 2020; 21st Century Cures Act 
2016; Information Blocking and the ONC Health IT Certification Program 2020). 
In particular, the 2020 ONC Cures Act Final Rule requires using FHIR Release 4 as 
part of its new certification criterion in 45 CFR 170.315(g) (10), Standardized API 
for Patient and Population Services. During the Covid19 pandemic, HHS updated 
the deadlines for full compliance. Health IT vendors must provide customers with 
upgraded API technology certified under this new certification criterion no later 
than Dec 31, 2022 (21st Century Cures Act 2016; Information Blocking and the 
ONC Health IT Certification Program 2020).

While adopting the new standards is catching up, many providers are still using 
the legacy systems with the earlier standards to consume data. Yet not all the stan-
dards are backward compatible. Therefore, healthcare providers must translate 
between different standards in the foreseeable future, including HL7 v2, HL7 v3, 
CCDA, and FHIR. From the ecosystem point of view, it is beneficial to have more 
and more EHR systems supporting the creation of FHIR profiles, value sets, and 
other conformance resources. In addition, SMART on FHIR has also accelerated 
the development of a robust ecosystem of EHR-agnostic apps. Together, these 
trends have significantly lowered innovation barriers by applying third-party appli-
cations to process and analyze data.
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 Standardization Ecosystems over Health Knowledge

In the past few decades, many public and private organizations are also pushing for 
the enablement of secondary use of health data through standardizing biomedical 
terminologies and ontologies. These standards include but are not limited to the 
Systematized Nomenclature of Medicine Clinical Terms (SNOMED CT) (SNOMED 
n.d.), the Logical Observation Identifiers, Names, and Codes (LOINC®) (LOINC 
n.d.), RxNorm in the US (Nelson et al. 2011), the NHS Dictionary of medicines and 
devices (dm  +  d) in the UK (NHS Business Service Authority 2018), and the 
Australian Medicines Terminology (AMT) in Australia (Australian Digital Health 
Agency 2018).

The government plays a significant role in this standardization movement in the 
ecosystem. First, as the standardization efforts are multi-year, it is better off to be 
led by specialized institutions with the mission of acquiring, organizing, preserving, 
and providing access to curated knowledge. Take the US as an example. National 
Library of Medicine (NLM) is carrying out a mission to enable biomedical research, 
support health care and public health, and promote healthy behavior. In addition, the 
US government has further established programs such as the Meaningful Use incen-
tive program to ensure compliance by the providers. These programs have created 
the growth of many EHR systems, and the adoption of these standard terminologies 
and ontologies by these EHR systems has formed the basis of broader adoption in 
the clinical community.

In recent years, large-scale research networks are also playing an increasingly 
vital role to help in the development of a common data model (CDM). Such net-
works include: the National Patient-Centered Clinical Research Network’s PCORnet 
(Collins et  al. 2014), the Observational Health Data Sciences and Informatics 
(OHDSI) research group (Hripcsak et al. 2015), and the FDA’s Mini- Sentinel (Platt 
et  al. 2018). For example, OHDSI has developed the Observational Medical 
Outcomes Partnership (OMOP) common data model in clinical data warehouses 
internationally. The recent development has all pointed toward positive signs of 
progress (Petersen et al. 2021; Bodenreider et al. 2018; Frazier et al. 2001).

 Discussion

Overall, with the patient-oriented ecosystems growing and the curation of patient- 
generated health data, the accumulation of evidence has enabled clinical and well-
ness decision support across a wide range of specialties such as radiology, oncology, 
ophthalmology, critical care, and preventive care. As a result, the FDA has pub-
lished action plans regulating AI/ML-Based SaMD activities and approved more 
than 160 medical AI products in recent years. Meanwhile, due to the sensitivity of 
clinical AI in producing unintended consequences such as incorrect diagnoses, 
unnecessary treatments, and racial disparities, there is also a growing concern on 
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how to build safe, reliable, and trustworthy AI for adaptive clinical decision support 
(Adaptive CDS) systems (Petersen et al. 2021).

The growing concern has yielded an increasing body of literature exploring the 
methodology of estimating the impact of bias and counter strategies, including 
those related to the accumulation of patient-generated health data and the design of 
patient-centered systems (Hsueh et al. 2017a; Lai et al. 2017; Hsueh et al. 2017). 
However, in real-life scenarios, implementing such applications often requires 
experience in the trenches for how best to embed the actionable insights in clinical 
workflows and warrant behavioral change and sustainable adoption from clinicians 
(Miksad and Abernethy 2018; Reading et al. 2018). In 2021, implementation sci-
ence researchers observed incidences wherein commercial algorithms have been 
deployed without validation (Wong et al. 2021; Aubert et al. 1998). Even the SaMD 
applications with FDA clearance have been criticized for insufficient transparency 
of the metadata associated with the dataset used for validation and not having an 
external validation mechanism (Singh et al. 2020b).

The healthcare ecosystems need to draw on the best practice examples to fulfill 
the potential of applying health AI to ensure a patient-centered view on patient 
safety in adaptive CDS systems (Bates et al. 2020; Hsueh et al. 2017; Muehlematter 
et al. 2021b; Dickson et al. 2021; Park et al. 2020; Turner Lee 2018; Romei and 
Ruggieri 2013; Vokinger et al. 2021). More AI evaluation frameworks are currently 
being experimented with in the ongoing trials or real-world evidence veneration 
studies that are expected to lead us to the next level of understanding toward a sys-
tematic framework.

There is also a growing concern about health equity issues in this rising domain 
(Wilkinson et al. 2016; Gichoya et al. 2021). Having a more robust ecosystem built 
around a set of industry standards that hold up to the rigor needed to keep the field 
thriving in the years to come. Our own work in care management has shown the 
potential of leveraging the heterogeneous sources of data to gauge individual 
patients’ propensity to respond and tailor for their individual care plans (Hsueh 
et al. 2018; Graffigna et al. 2015). Many others have also proposed the behavioral 
engagement and change framework to incorporate what is needed in the individual 
plan for a more successful implementation of care coordination programs (Hekler 
et  al. 2020; Narayanan and Georgiou 2013; Brown et  al. 2012). In addition, the 
public health programs can also leverage the use of heterogeneous patient-centered 
data sources as a panel to help with continuous surveys in a cost-effective fashion 
(Diaz et al. 2016).

 The Opportunities and Common Challenges Facing 
the Ecosystem

With the ecosystem stakeholders identified, common issues have also emerged. 
Therefore, we need to check on the challenges facing stakeholders of the patient- 
centered ecosystems to further investigate the solutions. In this chapter, we followed 
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our framework set up in Petersen et al. (2020) to categorize these common issues 
and discuss the challenges facing the whole ecosystem. The remaining chapter will 
address the challenges from three perspectives: technical, organization, and collab-
oration challenges.

 Technical Challenges

First, the increasing focus on health AI bias and health equity have brought more 
discussion in the ecosystems about how to collectively mitigate data-driven bias and 
apply the FAIR (findable, accessible, interoperable, and reusable) principle on the 
frontier of healthcare applications. The key is enabling a common set of industry 
standards for measuring and reporting potential data-driven bias and evaluation 
metrics for post-implementation model monitoring.

Second, the primary benefit of forming the health ecosystems around the patient- 
centered health data is to create a distributed network in which data from multiple 
sites are transformed into a CDM. The common CDM would allow for research 
studies to be conducted on a more diverse set of subpopulations. This would enable 
the measurement of health data bias and concept drift, and the development of risk-
mitigating modeling strategies. There are typically three ways to construct such a 
network. Table 16.1 illustrates the example of each approach.

In addition to building networks for hypothesis testing, the ecosystems can also 
assist in the curation of large-scale quality datasets that are fit-for-purposes. This 
requires the development of a data provenance mechanism that can enable the track-
ing of subpopulations wherein the curated data were originally from and their asso-
ciated metadata.

Last but not least, another set of technical challenges arises around the patient-
centered design of the health IT system. When applying the application in real 
world settings, the users do not know which app will be helpful at which point in 
their workflow. While the design is all well-intended, there need to be additional 
technology components such as SMART on FHIR and Clinical Decision Support 
Hooks (CDS Hooks) to help the users (e.g., clinicians) to learn which app to 
launch in what context and receive relevant information at the point of care 
within their clinical workflows in EHR. The regulators in the ecosystem also 

Table 16.1 Three Approaches that support conducting research via a common CDM

Approach Example

Through a centralized network managed by a single 
business entity

Veterans Health Administration owned 
by U.S. Department of Veterans Affairs

Through a hybrid distributed model that supports a 
centralized repository of a combined data set

National Syndromic Surveillance System 
BioSense 2.0 owned by U.S. CDC

Through enabling research hypothesis testing against 
networks of data systems, with heterogenous data 
structured and managed by multiple owners

Sentinel system operated by U.S. FDA
OHDSI

P.-Y. S. Hsueh



343

need to play their role in providing incentives for compliance checking. This is 
to ensure the production of safe, reliable, and trustworthy AI for Adaptive CDS 
systems.

 Organizational Challenges

Beyond the technical challenges, each participating organization in the ecosystem is 
also facing questions such as how health systems can ensure value for patients in the 
use of PGHD (e.g., ePRO) in the health system design? In addition, how can health 
systems drive cultural changes towards a continuous learning environment? If our 
ecosystems can answer these questions, there would be a high potential to help 
move the needle of healthcare from reactive to proactive and improve health quality 
and patient outcomes. However, these questions also pose more organizational chal-
lenges for the ecosystem.

First, each ecosystem partner needs to tackle the social-technical challenge to 
enhance trust and relationship with the adoption of the patient-centered applications 
or PGHD-driven evidence for CDS. This would include behavioral change mecha-
nisms from both the organization and patient side: On the one hand, the organiza-
tion needs to increase the accessibility for patients and ease the burden of 
documentation for clinicians in the constrained EHR environment. On the other 
side, the organization also needs to implement data governance mechanisms for 
providing privacy safeguards and to design engagement tools to increase trust and 
patient autonomy.

Second, each ecosystem partner needs to find ways that can increase its organiza-
tion’s emphasis on the importance of patients’ role in science and involving patients 
early in the design process of patient access and use of tools. In addition, as all 
organizations have their own bottom lines to be covered, it is necessary to under-
stand how patient outcome and experience improvement can tie to the financial 
return on investment (ROI). If there is no direct ROI can be improved, the organiza-
tion needs to at least demonstrate the value of patient-powered research. In turn, the 
relationship can help strengthen the need for the additional investment in improving 
patient-centeredness and establishing shared goals around patients and their 
outcomes.

Last but not least, on this front, the ecosystem also needs to look beyond the 
health system level to tackle the challenges by creating external drivers from the 
whole ecosystem level. In recent years, we have observed that the discussion of 
ethics and equity has contributed to the uptake of a more rigorous evaluation 
framework and scrutiny of the fairness of healthcare AI applications and health-
care practice in general. As we learned from the AI bias study, the AI algorithm 
bias are often coming from the health practice where the data were generated 
from in the first place. This collective effort would require a partnership between 
Health IT and governance leadership, as well as c-suite leadership driving cul-
ture buy-in and dedicated resources for change and process management. This 
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would only work when the incentives from the stakeholders are all aligned to 
establish routines that center around the mission and vision for patient-cen-
tered care.

 Collaboration Challenges

While the patient-centered care ecosystem approach shows a high potential to 
improve the precision understanding of patients, one significant barrier is the lack 
of participatory design methods that would work well with patients in the loop 
directly for workflow re-design.

Moreover, fast technological progress calls for a societal debate and decision- 
making process on a multitude of challenges: (1) how privacy is transformed by the 
new workflow; (2) how new data modalities and clinical data should be interpreted 
in the new workflow; (3) how to explain the data-driven insights to facilitate the 
development of patient-centered services; and (4) how to provide a risk assessment 
framework to evaluate the potential threats against new benefits and enable fact- 
based discussions. The ecosystem partners would need to work together on answer-
ing these questions.

In addition, innovations need to be balanced with what needs to happen on the 
ground in the realities of care delivery and live with the constraints such as time 
pressure and funding. In addition, sandbox environments are also needed to provide 
patient safety safeguards before the collaboration challenges are addressed. This 
part of challenges is especially challenging when the use of data raises ethical con-
cerns, particularly around data quality and characteristics, representation, as well as 
potential bias.

 Conclusion and Future Direction

Recent development of the patient-centric care ecosystem has started to facilitate a 
wide spectrum of clinical use cases, ranging from clinical decision support to patient 
safety to healthcare quality improvement. With the consumer and in-home care 
devices maturing and data API technical framework maturing, the ecosystem can 
further empower patients to decide which route their data will take depending on the 
quality of service they receive. This development is in early stages, but it marks an 
exciting development in healthcare to shift from a compartmentalized provider- 
centric model to a democratized patient-driven service care model.

Another exciting opportunity to improve healthcare based on the ecosystem 
development is through the recent advances in AI/ML for healthcare. However, the 
translation of research techniques to effective clinical deployment presents a new 
frontier for clinical and machine learning research. Thus, the ecosystem needs to 
work on a set of industrial standards to push forward robust, prospective clinical 
evaluation for ensuring AI systems to produce effective and clinically applicable 
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performance metrics that go beyond measures of technical accuracy. This is essen-
tial for including how health AI affects the quality of care, the care variation in 
practice, the documentation burden on clinicians and, most importantly, patient 
outcomes.

Beyond the industrial standards for evaluation, the ecosystem is also posed to 
help bring about a distributed network for large-scale hypothesis testing and curate 
fit-for-purposes quality datasets. The would be essential for any future health appli-
cations to understand the applicability and potential bias and fitting to unintended 
confounders in its target sub-populations, as well as enabling the comparison of new 
algorithms against benchmarks. Ecosystem partners who are developing health AI 
tools can use the ecosystem-supported networks to further assess potential unin-
tended consequences against the FAIR principles of good machine learning practice.

Further tackling the common challenges of the ecosystem partners from the three 
perspectives—technical, organizational, and collaborative challenges—would help 
us ensure that the precision patient understanding is supported by the development 
of technical standards (such as CDM, CDS Hooks and all the data interoperability 
standards), patient co-design methods, privacy and data provenance safeguards, 
governance mechanism, interpretable explanation work, and so on. Therefore, the 
ecosystem could be fully utilized to understand how best to help leverage the abun-
dance of PGHD and ePRO data to enrich our clinical understanding and feedback to 
care delivery models supported by the development of thoughtful regulatory 
frameworks.

The importance of this direction is paramount under the COVID-19 pandemic 
when critical responses are essential with the additional time and resource con-
straints imposed. There have been new activities that can now be captured through 
reimbursable codes, such as virtual visits and vaccine administration. We need to 
ensure these new care delivery models are coded and billed to align providers and 
payers for a timely response. During the Covid-19 era, there was also an outcry for 
the lack of public health infrastructure support. Therefore, it is important to figure 
out how to remove the barriers to tackling preventive care, including rebuilding 
public health infrastructure and nurturing underinvestment in this area. While the 
prior proof-of-concept studies have demonstrated the benefits of having such a 
patient-centered ecosystem for addressing various care needs in clinical use cases, 
there have been huge missing opportunities around the needs on the patient side.

There are still a few methodological gaps to be overcome. First, patient-centered 
factors are undefined in practice. We need to start from scratch to understand what 
makes sense to be included. Second, the theoretical models and co-design methods 
are usually very high-level, and the patient- generated health data that may contain 
signals are generally quite noisy whose quality needs additional processing. The big 
gap in-between needs our efforts to develop methods and keep putting them into 
practice to learn more about applying person-level precision understanding to build 
precision health applications for tomorrow’s medicine.

The fundamental goal of all the efforts would be to enable an RWE validation 
platform through a distributed network of partner sites on a platform using the same 
shared data model. Similar platforms have been developed for patient-safety 
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post- market surveillance. For example, the FDA’s Sentinel platform could help send 
a patient-report research hypothesis about patient safety to multiple sites for exter-
nal validity verification. This could help eliminate the need to conduct a separate 
patient-safety study, save resources, and obtain answers to the research hypothesis 
with the needed statistical rigor.

In the future, with the ecosystem partners on board, the ecosystems can also help 
push forward industrial standards to use a standard set of metadata for the data 
repository and a common set of metrics for AI bias measurement and post- 
implementation evaluation. In the wake of interoperability and data blocking rules 
that went into effect in 2020, the ecosystem is in an ever-better position to empower 
innovative applications that were previously impossible when each ecosystem part-
ner was working in silos. Examples include the development of a collaborative fil-
tering recommender system for patient treatment preference; the enablement of 
N-of-1 trials based on patient phenotypes (including all the factors beyond clinical 
understanding); the recommendation of care plans that would enable higher compli-
ance rates; and the design of health promotion programs that are genuinely based on 
patient preferences and needs. We expect the ecosystems to be the foundation for 
realizing the potential for integrating data science with science of care at the point 
of need.

Review Questions
 1. What is the percentage of clinical factors contributing to a person’s health 

determinants?
 2. What are the other categories of factors that contribute to a person’s health 

determinants?
 3. What financial levers drive the development of precision patient understanding 

methods for moving the health systems from reactive to proactive?
 4. Who are the potential ecosystem partners and stakeholders to enable a proactive 

health system that can provide precision patient understanding?
 5. What are the cross-stakeholder initiatives important for leveraging the ecosys-

tem’s private-public partnership?
 6. What are the common technical challenges for ensuring fairness principles?

Answers
 1. 30-40%
 2. Genetic, Environmental, behavioral, social factors
 3. Value-based care, APM.
 4. Patients/Caregivers, citizen scientists, pharmaceutical companies, health tech 

startups, government agencies, standardization bodies.
 5. Real-world evidence validation platform and fairness principles for AI/ML 

practice.
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Chapter 17
Personalizing Research: Involving, 
Inviting, and Engaging Patient Researchers

Dana Lewis

Abstract There are many benefits to engaging and involving patients in traditional, 
researcher-led research, ranging from improved recruitment and increased enroll-
ment to accelerating and facilitating the implementation of research outcomes. 
Researchers, however, may not be aware of when and where they can involve 
patients (people with lived healthcare experience) in research or what the benefits 
may be of improving patient engagement in the research process or of expanding 
patient involvement to other research stages. This chapter seeks to highlight the 
benefits and opportunities of engaging patients in traditional research and provide 
practical suggestions for inviting or recruiting patients for participation in research, 
whether or not there is an established patient and public involvement (PPI) program. 
This includes tips for developing a productive working relationship and culture 
between researchers and the patients involved in research. There are also many 
patients themselves conducting research, and often without the benefits, resources, 
and opportunities made available to traditional researchers. Traditional researchers 
should identify and recognize researchers who have emerged from non-traditional 
paths who are driving and engaging in their own research, and provide support and 
resources where appropriate to foster further patient-driven research. This invest-
ment can lead to collaboration opportunities for additional highly relevant and 
effective research studies with traditional researchers in the future. This chapter 
provides examples of patient researchers and offers tools to support traditional 
researchers who want to support patient-led research efforts and improve their abil-
ity to successfully engage patient stakeholders in their own research.
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user engagement · Patient stakeholder · Empowered patients · E-patients  
Patient and public involvement · PPI

 Overview

There are many benefits to engaging and involving patients in traditional, researcher- 
led research, ranging from improved recruitment and increased enrollment to accel-
erating and facilitating the implementation of research outcomes. Traditional 
researchers, however, may not be aware of when and where they can involve patients 
(people with lived healthcare experience) in research or what the benefits may be of 
improving patient engagement in the research process or of expanding patient 
involvement to other research stages. This chapter seeks to highlight the benefits 
and opportunities of engaging patients in traditional research and provide practical 
suggestions for inviting or recruiting patients for participation in research, whether 
or not there is an established patient and public involvement (PPI) program. This 
includes tips for developing a productive working relationship and culture between 
researchers and the patients involved in research. There are also many patients 
themselves conducting research, and often without the benefits, resources, and 
opportunities made available to traditional researchers. Traditional researchers 
should identify and recognize researchers who have emerged from non-traditional 
paths who are driving and engaging in their own research, and provide support and 
resources where appropriate to foster further patient-driven research. This invest-
ment can lead to collaboration opportunities for additional highly relevant and 
effective research studies with traditional researchers in the future. This chapter 
provides examples of patient researchers and offers tools to support traditional 
researchers who want to support patient-led research efforts and improve their abil-
ity to successfully engage patient stakeholders in their own research.

Learning Objectives
• Identify one of the benefits of having patients involved in or engaged in 

traditional research
• Describe the distinction between patients engaging in traditional, 

researcher-led research and patient-driven research
• Identify two or more ways to invite patients into existing or proposed 

research projects
• Identify two or more ways that a traditional researcher could support 

patients in their own research endeavors
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 Involving Patients In Research Has Many Benefits

Patients have increasingly been involved in research in recent years. Some of this is 
driven by mandates from funders, such as from the Patient Centered Outcomes 
Research Institute (PCORI) who both fund research and also strive to have research 
guided by patients and carers or care partners (PCORI 2020). Funders may require 
researchers to involve patients. Additionally, there may be established or past patient 
and public involvement (PPI) initiatives (Greenhalgh et al. 2019) at your organiza-
tion, where researchers can leverage organizational learning around partnering with 
patients in research.

Researchers who haven’t yet partnered with patients, or whose involvement of 
patients was limited to the minimum required by funder mandates, may not be 
aware of the benefits of more fully involving patients in research—of which there 
are many (Petersen 2018).

Researchers may perceive that they should add patients to research projects after 
a project has been funded and the project has commenced. But there are also many 
earlier opportunities to engage patients in research throughout the entire research 
process. Patient engagement from the earliest stages of research, beginning with 
defining key research questions, protocol development, and even the grant writing 
stage, can contribute to increasing study enrollment rates and identifying relevant 
outcome measures (Domecq et al. 2014).

Another name for this is “participatory research”. It’s increasingly being recog-
nized as a value-add to improve the relevance of studies for the communities being 
studied, in addition to improving accuracy of data interpretation and increasing the 
likelihood of a community adopting any resulting intervention (Decker et al. 2010). 
Whether you think of the communities participating as “patients”, or as represent-
ing more general subgroups such as women, increasing participatory research can 
accelerate the implementation of any solutions driven by research results. Which of 
course, likely aligns with your goals—after all, you’re probably not just doing 
research for the sake of doing research!

Additionally, there have been studies assessing the financial impact of patient 
engagement in the research process. One such study looked at whether patient 
engagement can help avoid protocol amendments and/or improve enrollment and 
retention within clinical trials. It found that the cumulative impact of patient engage-
ment activity that could likely reduce a protocol amendment would lead to a 500- 
fold return on any investment involved in funding the patient engagement process 
(Levitan et al. 2018). In one example, $100,000 toward patient engagement would 
yield an increase in net present value of $62MM for a pre-phase 2 project, and could 
expedite eventual product launches by several years.

The cost of patient engagement doesn’t necessarily need to be that high. But 
patient engagement in research is not free: it takes additional time from both 
researchers and patients (who should be paid for their time and expertise).
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Patients can provide benefits to the research project similar to other types of 
research collaborators who might contribute to or partner with you in research. Like 
other collaborators, it may take time to identify the right patient partner and to 
develop the working relationship. It’s worth it: patients can challenge assumptions 
and improve the research, as well as increase transparency and trust within their 
community to engage with or participate in research (Duffett 2017). But it takes 
engaging patients as partners, rather than seeing them as “subjects” (Lewis 2019a), 
to help achieve this.

In the rest of this chapter, we’ll address how you might identify new patient part-
ners for research, how to involve them throughout the research process, and also 
how you might engage and support patient researchers who are driving their own 
research in areas that overlap with your interests and expertise.

 Inviting Patients To Participate In Research—As Partners

One perspective on research is that patients are already involved in research - as 
subjects. There are efforts to get researchers to think about and refer to patients as 
active “participants”, rather than passive ‘subjects’: many patients are highly 
engaged and actively seek out research studies or clinical trials. Despite ongoing 
efforts since the 1990s to drive this terminology change (Chalmers et  al. 1999), 
many researchers still refer to, think of, and treat those who agree to participate in 
their research as “subjects”.

Even when patients are thought of and treated as participants in studies, and 
make valuable contributions by sharing their data, information, etc., the design or 
process of research studies generally does not allow them to fully participate in the 
research process. They have no power, and no say, in the research process or the 
protocol as participants. At the point of enrolling patients in a research study, it’s 
generally too late to make many changes to the protocol. While patients may have 
suggestions during the study, which researchers may or may not write down to take 
the feedback into account for future studies, the process is not generally set up to 
enable changes.

Achieving full participation from patients requires involving them as partners, 
much earlier in the research process, in order to provide the opportunity to meaning-
fully change, adapt, shape, and influence the research. And that’s what should be 
done. But not all participants are ideal  - or available  - partners. To successfully 
partner with patients, you first have to identify which patients to partner with early 
in the research process, and this can be challenging. Which patients would even 
want to do this? And how do you find them and ask them to participate? Here are 
some suggestions.
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 Identifying Partners—Starting With Your Own Patients Or Past 
Research Participants

Once you realize that you’d like to partner with patients, it helps to know if you have 
a particular project where you would like to first engage patients as partners, or if 
you’re generally trying to find patient partners for all future projects.

One of the first things you can do, if you are a clinician, is look to your own 
patient population. You likely have an intuitive sense of patients who are very 
engaged in their own care, or who have previously indicated interest in engaging 
with the healthcare system to improve it or fix it in some way. Patients who are will-
ing to engage in fixing a system that is broken are often the same patients who 
would love to be asked to participate in a formal process (e.g. research) to improve 
knowledge, care delivery, and new treatments and therapies to aid themselves and 
their fellow patient community.

Similarly, even if you are not a clinician, you should ask around, starting with 
your colleagues. If you can, ask those who have already successfully engaged 
patient partners. If you don’t know anyone at your own institution or within your 
own field, look to other fields. For example, oncology, psychology, and endocrinol-
ogy are fields that tend to have academic and clinical researchers who are already 
successfully engaging patients as research partners. They can give you tips, or rec-
ommendations of patients and caregivers to reach out to.

If you are looking for patients within a specific disease space or community, 
there are likely non-profit organizations that you can reach out to for assistance in 
identifying patients who would be good candidates for becoming research partners. 
There may also be specific online communities (whether those are forums hosted by 
an organization, or groups within particular social media platforms) that you can 
participate in to develop relationships and identify potential patient research part-
ners. This can be especially effective when you are planning to work on a project 
that is for a rare disease or a narrow subset within a more common disease space.

 Proactively Recruiting Patients

Don’t hesitate to look on social media for patient research partners. In fact, if you’re 
already active on social media, you likely have already digitally engaged with 
patients who may be great research partners for you. Once you start looking, you’ll 
likely find many excellent candidates. Don’t be afraid to ask out loud and look for 
recommendations  - from other researchers and also from patients—about who 
might be interested in engaging in research.

Ideally, if you are on social media, you already have relationships with a variety 
of others on social media, including patients. If not, it’s a good idea to open your 
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eyes to the potential of developing relationships with patients and care partners, in 
addition to fellow traditional academic or clinical researchers. As mentioned in the 
introduction, patients can contribute significantly to research at all stages, and that 
includes discussions in social media about the opportunities, challenges, and pitfalls 
of different research topics and strategies.

Any patient who has voluntarily engaged in or responded to any content you’ve 
shared about past research may be open to engaging in conversation to determine 
whether they would be interested in getting involved in future research. Sometimes, 
patients may not be aware of what “getting involved with research” would mean and 
seem initially hesitant. Being prepared to discuss the types of activities you would 
recommend their involvement in, and being prepared to discuss your research ideas 
to make the research feel more concrete, could help.

In general, you can proactively recruit patients by talking about your experience 
engaging with patient researchers in the past; engaging patients in discussions about 
your research in general; and by indicating that you’re actively looking for patient 
partners for future work.

 Ask Patients How They’d Like To Be Involved In Research

It’s important to ask patients how they’d like to be involved in research, of course. 
Depending on your past experiences or your funding mechanism, there may be 
specific roles, amounts of time, and ways to engage in research that you have in 
mind. If so, you can share those with the potential patient partner and discuss it with 
them. If not, you can also ask them how they might want to be involved in research.

They may not know, especially if they’ve not previously been involved in research 
partnerships before, how they can be involved, or what they’d like to do. In that 
case, you can share some ideas you have for how to include them.

It’s important to assess their availability in terms of time commitment, and to be 
up front and clear with them about how much time (minimum) you think a project 
and/or role will involve. Some patients may want to be involved, but not have the 
time required for a particular project. Or maybe they are a great fit and don’t have 
time, but you can adapt the project timeline to better fit in with their schedules. In 
other cases, they may be willing and able to spend more time on a project, in which 
case it is also important to have transparent (and early) conversations about funding 
and compensation for their time and contributions. It’s important to keep in mind 
that individuals who have more time to devote to research may also be in various 
positions of privilege. Consider how you can adapt or design your project to include 
people with varied schedules and levels of availability for side projects in addition 
to their primary work.

In some cases, you may be inviting patients early enough in the research process 
where there is no funding, because your project hasn’t been funded yet. It’s impor-
tant to be transparent with patient research partners if this is the case, and also initi-
ate the conversation about the budgeting process and what you would recommend 
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for funding their time and including it within the research proposal, so that their 
efforts are compensated if the project does receive funding.

Now that you have read this chapter, you should also begin building a pipeline of 
funding, so that you do have a bucket of funding that could be used to fund patient 
partners’ work that falls out of the traditional research process, such as for the 
efforts with brainstorming projects and writing grants, even if a grant ultimately 
doesn’t receive funding. Remember that you are likely being paid a salary for your 
role that covers your time for the funding seeking process for research; however, 
patient partners are often volunteering their time - for free. There can be other ben-
efits (Smith et al. 2019) they receive as a result of participating in this process, but 
it’s important to be cognizant of this fact and when possible, recognize their contri-
butions with funding of some kind—and if not, find other ways to honor and 
acknowledge their contributions to your work.

 Involving Patients In Prospective Or Existing 
Research Projects

As mentioned earlier in the chapter, don’t wait until you’ve received funding for a 
project to engage patients in your research. Ideally, don’t even wait for writing an 
initial proposal to engage patients! If you’ve already developed relationships with 
patient partners, you can begin involving patient partners in your research process 
at the ideation stage. Invite your patient partners to be involved and contribute in the 
creation and design of the study, ranging from defining the relevant outcomes to 
designing recruitment materials.

In some cases, you may have a clear idea of what the research study is. If so, you 
can invite patient or partner involvement with guardrails of what the defined project 
is. There are still many areas where patient partners can contribute and add value to 
the research process, even when there is already a clear research idea involved.

Don’t feel like you need to have everything figured out before involving patient 
partners. Involve them early in conversations: they likely have their own ideas that 
are relevant to the patient community that you may not have thought of; or they can 
participate in a brainstorm with all of the research collaborators to iterate on the 
project topic and design.

You may not have funding to cover patient partner time at this stage and are 
instead writing funding for them into the budget for a research project. If so, be up 
front and involve patients in determining what is an appropriate budget line item for 
their contributions in context of the amount of work and contribution to a project. 
Share a realistic timeline about the research application and funding process, and 
make sure to communicate whether they should expect to hear back from you within 
weeks, months, or up to a year.

And importantly, if a grant or research proposal is submitted and it is turned 
down or funding is not awarded: make sure to tell your patient partner the outcome 
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and any next steps (such as re-submitting). Don’t “ghost” a patient partner or require 
them to email months later looking to find out what happened with a project. If you 
wouldn’t do it to a traditional research partner or collaborator such as a co-PI or 
contributor on your project, make sure you don’t do it to a patient partner, either.

 Relationship Building And Culture Setting Is Important

The relationships you develop with patient partners in research are important. It is 
critical to recognize that there are power imbalances within the healthcare system, 
and this power imbalance definitely transfers over to the research process as well. 
Especially if you are a clinical researcher  - and more so if a patient partner for 
research is an actual patient - there are existing hierarchies and power structures that 
will also flow into the research relationship and process.

The first thing to do is to recognize—and vocalize—this fact. Addressing the 
power dynamics up front and establishing a culture of partnership can go a long way 
in developing relationships and effective collaborations with patient partners in 
research. It may take several times of bringing this up and finding ways to reinforce 
it (gently) before patient partners in research truly feel comfortable engaging and 
contributing equitably in a research project. Be aware of not only the healthcare 
dynamics in play (e.g. the hierarchy where patients are typically in the bottom and 
powerless), but also other systemic biases that may be influencing a patient partner’s 
comfort level in speaking up.

Speaking up and challenging the system is hard. It’s hard when you’re a patient 
and you want your doctor or researcher to “like” and respect you. It’s not an equal 
playing field like it potentially is for a traditional collaborator or co-principal inves-
tigator on your project. But, developing a strong and open relationship between 
researcher and patient partner can go a long way for improving the opportunity to 
equitably contribute to a research project, now or in future research projects.

Sometimes, this may involve the researcher playing “defense” and course- 
correcting other traditional researchers or stakeholders on the project who may not 
be aware that they are overwhelming or ‘running over’ the patient partner. This can 
include interrupting and stopping if they interrupt a patient partner, and returning 
the “floor space” back to patient partners to be able to finish what they are saying. It 
can involve creating different ways for patients to contribute feedback to a stage of 
research: consider not only inviting verbal contributions in a meeting, but perhaps 
by involving them in discussions over email or collaborating on an online document 
that allows equitable participation in different formats where there is less pressure 
to perform or speak up on the spot in an environment where they are not fully com-
fortable (yet).

Additionally, you could consider creating different feedback checkpoints across 
the life of a project with your patient research partners. Build it in as a milestone 
during and near the end of a project. Add it to an agenda item for specific meetings. 
Or, think about strategies like creating an anonymous survey that can be filled out at 
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any time by patient research partners to give feedback on how things are going. The 
more opportunities and channels for feedback there are, the more likely you are to 
receive feedback about how things are going and when things might need course- 
correcting, without having to wait until it’s too late (such as when a project is over, 
or someone chooses to leave the project) to be able to address any concerns.

When you look to recruit a new patient research partner, you should ask them if 
they’ve previously participated in research. You can ask what they liked - and didn’t 
like - about the process and experience, and what they’re hoping to get out of this 
new partnership or project.

In general, if you set clear expectations for the roles of patient partners and how 
they could and should contribute, you can check back against those expectations 
and see if there are any structural barriers - or personality behaviors from other team 
members - that are blocking participation and contributions from patient partners.

 Setting Expectations Matters For Everyone Involved

Wherever possible, set clear expectations up front. The more clear that you are - 
whether that’s about the role of a patient research partner compared to the role of 
other team members, or about the research topic or the stage of the research proj-
ect - the easier things will be, and the easier it will be to address any situation that’s 
contributing to blocking patient partners from meeting those expectations.

Patient research partners can contribute to a variety of roles in research, when 
invited and equipped to do so. They can help with study development and identify-
ing relevant outcomes for the study. They can aid in designing study recruitment 
materials and also assist in actively recruiting participants for the research study 
(Vogsen et al. 2020). They can also help with data analysis after the research study 
concludes. And they can help with planning dissemination and participating in dis-
semination efforts. This can include patient-written blog posts, social media posts, 
videos, and/or presentations. Patient partners can also help “translate” research find-
ings for multiple audiences, making sure to create materials and summaries of the 
research that can be read by patients and caregivers, or used in mainstream media 
outreach, in addition to supporting the traditional forms of dissemination research-
ers may traditionally prioritize such as scientific conference presentations or journal 
publications.

Setting expectations for patients invites discussion around whether patient part-
ners feel equipped to participate in those roles or components of a project. In some 
cases, team culture may need adjusting to allow for equitable contributions from 
patient research partners. In other cases, patient research partners may not yet have 
the skills to contribute to an area where you would like their involvement.

You can help them learn as they go through the process like an apprenticeship 
(‘learn on the job’) if they are willing to give it a try, or you may realize that you 
want to recruit additional patient research partners with specific skill sets.
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Or, you can offer more formal training and support to patient research partners to 
help them grow new skills and contribute to your and other research projects in 
additional ways. For example, some academic medical centers often provide (or 
require) patient partners access to web-based courses (CITI 2021) on the subjects of 
research ethics and compliance.

 Training And Skill-Building For Patient Partners In Research

Patients may be identified for participating in research for one or more reasons. 
Perhaps they have been willing to share their own story or experiences; maybe they 
have raised awareness or funding for their disease; and likely they have already 
begun looking to help address problems for their larger community or communities. 
Depending on their background and other experiences, they may have a profes-
sional background where they have the relevant skills needed to contribute to any 
phase or type of research. Other patients may not have the same background or 
training, and would benefit from additional training or support to develop skills 
specific to being a patient research partner. Patient partners often learn ‘on the job’ 
and with ‘trial by fire’ on their first project, but there are other programs that exist 
to aid patients in gaining research skills that you could proactively suggest that 
patient partners look into, and/or recommend they participate in before you recruit 
them for a specific project.

For example, the International Association for Study of Lung Cancer (IASLC) 
created the STARS program for “Supportive Training for Advocates on Research & 
Science”. They recruit patients and caregivers with personal experiences in cancer 
to become “patient research advocates”. The STARS program involves education 
and training related to cancer research, enabling participants to subsequently 
improve research relevance, quality, and dissemination (Davis 2021).

Such a specific program may not yet exist in your research area for you to point 
patient research partners to, but if not, you may be able to reach out to disease- 
focused organization related to your area of study and help them develop a program, 
make existing resources more widely available, and/or tailor existing resources to 
help patients in their specific subject area learn how to engage in the research 
process.

PCORI has resources for both patient research partners as well as researchers 
seeking to engage patient partners (Anon. 2021), and many other resource lists exist 
(CIHR 2020) to support patient research partners and researchers. Patient partners 
themselves also often create their own resources and contribute to the literature to 
support future patient research partners. Liz Salmi, for example, works to make it 
easier or patients to participate in research (Salmi 2020) and aids in supporting 
patient partnership development (Kwan et al. 2019).

The perfect resource may not yet exist for your research area, so if you’re work-
ing with patient research partners already, it’s worth asking: what materials could 
you and your patient research partners develop to better help other researchers and 
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patient research partners in the future? What you’ve learned by partnering together 
is likely very valuable to other patient research partners and researchers, and could 
(and maybe should) be shared in addition to your own research outcomes. Consider 
sharing them in the traditional literature (and especially in an open access journal 
where possible), on your website, on social media, and also by presenting at rele-
vant conferences – or all of the above.

 Engaging Patient Researchers Who Are Driving Their 
Own Research

Patients may want to contribute to research in a variety of ways, up to and including 
performing research on their own.

Some may feel that the only way to “steer the ship” is by leading research them-
selves, because they see a need that is not currently being met by existing academic 
and/or clinical researchers. Others may feel like the area of research they want to 
focus on has been de-prioritized or deemed not relevant by funders or other organi-
zations. As a result, they may seek to get involved at the ultimate level of becoming 
researchers themselves.

One great example of this is Sara Riggare who has “made the management of my 
own disease the topic of research”, conducting a doctoral degree in self-tracking and 
personal science for Parkinson’s disease, and considers herself a “patient researcher” 
(Riggare 2020). She has contributed to participatory design in Parkinson’s research 
(Serrano et al. 2015), n = 1 placebo-controlled studies (Riggare et al. 2017), patient- 
initiated self-tracking (Riggare and Hägglund 2018), and more.

She is not the only example of patients who switched into research fields. Sonia 
Vallabh and her husband, Eric Vallabh Minikel, changed careers after Sonia’s mom 
passed away from a rare prion disease and Sonia found out that she inherited the 
same mutation (Bichell 2017). They pursued PhDs from Harvard Medical School in 
Biological and Biomedical Sciences and now have a plan for developing a preventa-
tive drug for prion diseases (Minikel n.d.).

On the other hand, there are some patients who happen to be professional 
researchers (of any kind) who pivot to health research as a result of their own or a 
family member’s diagnosis and facing barriers to treatment or access to health data 
or information. Stephen Keating (Hosny et al. 2018) is one such example: he tem-
porarily changed his affiliation at MIT while a PhD candidate in order to access his 
own brain tumor DNA as a researcher after he was previously denied access as a 
research participant (Bobe et al. 2019).

Similarly, Matt Might has a PhD in computer science and taught as a professor 
of computer science and pharmaceutical chemistry. He evolved his work to focus on 
precision medicine after his family did the research to determine the molecular 
cause of a new rare disease that their son was experiencing (Longshore n.d.).
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But patients don’t have to be PhDs, MDs, or otherwise serving as professional, 
traditional researchers  - while also happening to be a patient  - in order to lead 
research as a patient.

Some patient researchers have convened under non-profit organizations. For 
example, “ROS1ders” is a non-profit public benefit corporation bringing together an 
international group of patients and family members dealing with ROS1+ cancer (The 
ROS1ders 2021). Noting that the pace of research and drug delivery ‘will not be fast 
enough to save us all’ (Freeman-Daily n.d.), they work to collaboratively expedite 
and initiate research that previously was not done because of the perceived size of the 
relevant patient population. While raising funds for existing research is always a need 
in most disease areas, the ROS1ders group wanted to explore options for partnering 
to develop and conduct projects that specifically addressed unmet needs in ROS1 
diagnosis and treatment, as well as prioritize and research questions that are most 
important to patients (Sustaining and Accelerating Research for ROS1+ Cancer 2021).

I can also speak from my own experience, where a background in health com-
munications intersected with my open source work to make a closed loop “artificial 
pancreas” or “automated insulin delivery system”(Lewis 2019b), and led me to con-
ducting research myself as an independent researcher (Lewis and Leibrand 2016). 
Like health technology development’s slow timeline, I observed that it takes many 
years before academic or clinical researchers would pick up research or focus on the 
innovations created within and by individuals in the diabetes community. As a 
result, I began publishing the first literature on the open source diabetes innovations 
and launched research studies (Lewis 2018a; Melmer et al. 2019; Grant et al. 2021; 
Asarani et al. 2020) in partnership with the community, laying the groundwork for 
future research studies by traditional researchers, including a randomized control 
trial (Burnside et al. 2020) based on the open source technology that I helped create.

While presenting my independent research at a conference, I met and developed 
relationships with a group of new collaborators who really helped me better under-
stand the opportunities for traditional researchers to support patient researchers 
(Lewis 2018b). This encounter began somewhat unproductively - because they sug-
gested running an observational trial on the community. But, that’s not what the 
community needed. When I told them so, they pivoted to ask the question, “What 
can we do to help? What do you need?”, and it opened up a productive conversation 
and relationship where we were able to collaborate on a grant (Lewis 2017)—with 
myself as the lead scientific PI driving the project (Lewis 2018c)—and successive 
collaborations (Pine et al. 2020).

 If You Want To Support Patient Researchers, First Ask: “How 
Can I Help?”

If you are looking to go from engaging patients in your own research to supporting 
and encouraging their own research: first ask, “How can I help?” and think through 
what resources and support that you could provide. This could be mentorship and 
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support as they navigate grant writing and the grant making process, if they’re going 
down that path. It could be collaborative authorship with them on scientific papers 
and/or presentations at scientific conferences—if they desire such support. You 
could help them gain funding for their efforts, or otherwise support them, without 
taking over and making it “your” research - unless you’re invited to do so.

It’s helpful to be aware of and clear about your intentions, and first determine 
whether you should best help from afar, such as with public support and promotion 
of their work; aid in networking and linking them in to your communities; or by 
identifying and funneling resource opportunities their way. Or, you could provide 
hands-on support to their research. But first, ask.

Instead of viewing patient researchers as people who work “outside of the sys-
tem” or “don’t know what they’re doing”, your perspective may change if you con-
sider their fresh take to traditional research as a benefit. They may not have the same 
levels of expertise in working with academia that you do, but that means often they 
have fresh ideas or see opportunities to do things differently. You can encourage and 
support novice and established patient researchers the same way you might mentor 
and support other early career researchers such as PhD students, post-docs, and 
other new career researchers in various roles:

• You can help patient researchers develop and identify resources to fund their 
work, if it needs funding.

• You can cite their work, when relevant.
• You can mentor them about the research itself, the process of scientific publica-

tions and/or scientific conferences, and other “system” elements where there is 
no guidebook and unspoken rules of the road that are the ‘hidden curriculum 
(Mahood 2011)’ of the research world.

• You can also provide resources such as access to journals or articles, access to 
scientific conferences, and access - and explicit invitations - to meetings.

• You can advocate for an affordable “patient membership” level for inclusion to 
professional societies, as well as patient scholarship or funded patient involve-
ment programs to attend research and healthcare conferences.

• You can make a seat for them at the table and make sure patient voices  - as 
researchers and as patients—are included in relevant conversations.

While you may not have the expertise or desire to contribute directly to the 
research project a patient is leading, if you are interested in supporting their work, 
you could also consider housing their work by providing fiscal sponsorship through 
your organization. For patient researchers who do not have an “academic home” or 
who do not do their work out of a non-profit organization or similar organization set 
up to manage grants, they are often unable to be grant funded as individuals. 
However, they can receive grants as a PI with co-PI’s at universities, so that the 
university handles the grant funding and they can continue to do the work (often as 
a subcontractor or consultant into the grant, to receive their own funding for their 
time on the project). This can be immensely helpful (Lewis 2019c), especially if 
you are already established as a grant-funded researcher and you are comfortable 
working with your university administrators to receive and process grants. There is 
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a lot of red tape (paperwork) in receiving a grant, and by taking on that work, it frees 
the patient researcher to focus on the research and not having to work ‘the system’.

But, each patient researcher may want or need different types or levels of sup-
port: including none at all. The best way to find out what they need is to develop 
relationships with them and to ask. They may not know offhand what they need, but 
by offering ideas and having a positive relationship established, you may be able to 
identify over time the best way to successfully collaborate and advance their work, 
in addition to all the ways that patient partners can also empower and support your 
own research.

 Conclusion

You can play a role in increasing the number of patients partnering in research, by 
inviting and engaging them in your own research efforts; creating materials to sup-
port other researchers to successfully engage patients in the research process; and 
also supporting patients who are researchers in their own right. Patients can and 
should be involved at every stage of research, and will provide immense value to the 
work, to the research team, and to the ultimate recipients of research: the patient 
community themselves.

Clinical Pearls
 1. You may think you are ready to partner with patients, but do you know 

how to get started? Do you have any existing relationships with patients? 
You can use the Opening Pathways Partner Readiness Quiz to assess your 
readiness to equitably partner with patients and ensure that you and your 
patient stakeholder research partner have a strong start. See https://partner.
openingpathways.org/quiz as a resource. You can also save your answers 
and review or share them with your potential patient stakeholder research 
partner to help you further your relationship.

 2. Based on this chapter, you now have a few ways to identify patients who 
can partner with you on research. But one key step is developing an open 
relationship that allows for feedback in both directions so that you can col-
laborate effectively. One thing you can do is ask patients who have previ-
ously had research engagement what did NOT go well in other projects. 
Developing a list of “to don’t” in your design criteria to work to not do can 
be as effective as having a to-do list.

 3. Be an active partner ally to patients by improving the culture of research 
overall. Coach, mentor and support your colleagues and fellow researchers 
and help them become better partners for engaging patients in research. If 
a patient speaks up and voices a problem with research or the research 
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process - whether it is your work or someone else’s - support them in their 
efforts to improve the culture and process of research.

 4. There are other tools such as the PCORI Engagement Rubric (Sheridan 
et  al. 2017) and the 7Ps of Stakeholder Engagement (Concannon et  al. 
2012) for evaluating additional methods for stakeholder engagement and 
evaluating patients as research partners and evaluating benefits of patient 
contributions to research. If you need more resources or rationale for 
engaging patients in research, ask the patient community!

Chapter Review Question & Answers
 1. Imagine that you have a research project where you would like to apply for fund-

ing, and the funder mandates that you have a patient involved in your research 
project. At what stage do you involve a patient in your project, and how would 
you do so?

 2. You are at a scientific conference and observe a patient giving a presentation 
about their own research or project. They’re not a traditional researcher - they 
don’t have a PhD or have a day job as a researcher. You want to offer your help 
with their research. What do you offer when you approach them?

Answers
 1. You should try to involve a patient as soon as you have a project identified and 

before you write and submit your grant application. You might want to start net-
working with patients to identify potential research partners even before you 
have a specific project idea. If you can identify the right patient, you’ll want to 
give them the opportunity to contribute ideas and feedback to the project pro-
posal, so it is important to identify them and incorporate them into the research 
team as soon as possible - don’t wait until after you have received funding or 
after you have submitted a funding application. It is also important to establish 
any patient partner as a team member and to be clear about the role you would 
like them to play, and provide feedback and specifically invite their participation 
if they seem shy or unsure of how to contribute when you expect their 
contributions.

 2. You can approach patient researchers and share your enthusiasm and support for 
their work, first and foremost. You can ask what direction their research is head-
ing next, and whether they have any blockers that they might want help address-
ing (such as funding, funding infrastructure such as where to house a grant, or 
knowledge about how to navigate the research system and processes). If they 
have a clear need, you may want to offer your direct help - but only if you know 
you can and will follow through on the offer. Otherwise, you can offer to keep in 
touch and develop a relationship where you could assist in future, if a need arises.
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Chapter 18
User-Centered Development 
and Evaluation of Patient-Facing 
Visualizations of Health Information

Meghan Reading Turchioe and Ruth Masterson Creber

Abstract User-centered design is a design philosophy in which the end user is the 
expert and their goals and needs drive the design process. The end user is deeply 
integrated into the design process, from the early conceptualizations of a visualiza-
tion through iterative design cycles and ultimately the implementation of interactive 
interfaces that include visualization. This approach is crucial when designing visu-
alizations oriented towards patients displaying their personal health data—patient- 
facing visualizations—to ensure that visualizations are comprehended by target 
patient populations, who may have unique sociocultural backgrounds and needs 
with respect to health literacy, numeracy, and graph literacy. As personal health 
information is returned to patients at an increasing rate through patient portals and 
other mobile health technology, well-designed visualizations can improve compre-
hension of health information and reduce anxiety, confusion, and potentially unsafe 
responses. In this chapter, we provide suggestions for best practices for user- 
centered design of patient-facing visualizations, including selecting a framework to 
guide the design process, gathering requirements to understand the end user, and 
conducting rigorous evaluation studies. To illustrate many of these best practices, 
we provide a detailed case study describing the development of mi.Symptoms, a 
mobile health application that uses patient-facing visualizations to support symp-
tom self-monitoring of symptoms for older adults with heart failure. The visualiza-
tions used in mi.Symptoms were developed through a set of iterative design activities 
to determine desired content as well as features and functions to increase usability 
of a symptom monitoring application for older adults.
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 Introduction

Personal health information is being returned to patients in a variety of different 
formats from different devices (2016 Program Requirements. https://www.cms.gov/
Regulations- and- Guidance/Legislation/EHRIncentivePrograms/2016ProgramRequ
irements; Oh et al. 2005; Mishra et al. 2019; Jeevanandan and Nøhr 2020; Baumhauer 
2017; Cortez et al. 2018; Lai et al. 2017). A variety of national initiatives, including 
Meaningful Use Stage 2 (Centers for Medicare and Medicaid Services 2012), which 
gives patients access to their medical results, and OpenNotes (Wolff et al. 2017) 
which gives patient’s access to their medical notes, have both given patients more 
access to their medical record information. At the same time, patients have access to 
their own patient-generated health data, including patient-reported outcomes 
(PROs), through smartphone mobile health (mHealth) apps and wearables (Cortez 
et al. 2018; Lai et al. 2017). The overall purpose of returning this health information 
to patients is to increase patient knowledge of their health conditions, engagement 
with managing their disease or condition, and ultimately to support positive behav-
ior change.

A significant challenge related to the return of patient information is that many 
patients struggle to comprehend their personal health data when it is represented as 
raw data or with medical jargon.

Displaying raw results, without interpretation or contextualization, makes it 
accessible only to the most well-educated and health-literate patients who are 
informed about the specific outcome measures that are being used. This is important 
because a high proportion of U.S. adults have low health literacy; the U.S. Department 
of Education has estimated that only 12% of U.S. adults have proficient health lit-
eracy (U.S. Department of Health and Human Services (HHS) 2009). Returning 
data in a format that supports comprehension represents an opportunity for the 
patient to become a more active participant in their own health. Providing health 
information in an inaccessible format can drive intervention-generated inequity, a 

Learning Objectives
• Identify unique attributes of patient-facing visualizations and current chal-

lenges associated with designing these types of visualizations.
• Describe the user-centered design process and its importance when design-

ing patient-facing visualizations.
• Describe qualitative and quantitative approaches to gathering requirements 

from end users prior to development of patient-facing visualizations.
• Identify key outcome measures, sampling strategies, and study designs to 

be considered when designing rigorous evaluation studies.
• Apply the principles of user-centered design to a case study describing the 

iterative process of developing an interface for a patient-facing mobile 
health technology that features data visualizations.
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phenomenon in which well-intentioned interventions worsen existing health dis-
parities, rather than reduce them (Veinot et al. 2018; Lorenc et al. 2013; Hart 1971).

Many healthcare professionals are reluctant to give patients direct access to their 
health data without interpretation due to concerns about poor comprehension, risk 
perception, and misunderstandings that could cause anxiety or a potentially danger-
ous response (Lai et al. 2017; Reading and Merrill 2018). Given the potential for 
misunderstanding, many healthcare professionals prefer to directly deliver medical 
results and information to patients so they can provide necessary interpretation and 
contextualization (Sanger et al. 2016; Cohen et al. 2016; Cheng et al. 2015). Despite 
the direct provision of health information between a patient and healthcare proces-
sional being ideal, the sheer volume of patient data often makes this infeasible. 
Therefore, it is imperative to be intentional about supporting patients to compre-
hend their own health information.

 Defining Patient-Facing Visualizations

Visualizations are defined as the representation of information using graphs or 
images (Fekete et  al. 2008; Hawley et  al. 2008; Solomon et  al. 2016; Zikmund- 
Fisher et al. 2017). The human brain can perceive even small differences in the size, 
shape, color, and spatial position of objects and build cognitive maps based on these 
perceived differences, making visualizations powerful tools for communication 
(Chen 2017). Visualizations are often used to aid in the interpretation of health- 
related information (Grossman et al. 2018; Woods et al. 2016; Few 2013). When 
visualizations are oriented towards patients by displaying their personal health data, 
they are called patient-facing visualizations. The most common types of patient- 
facing visualizations are described in Fig.  18.1; these include visual paragraphs, 
icons, number lines, body maps, radar graphs, scatterplots, line graphs, and bar 
graphs. It is important to note that the names of different patient-facing visualiza-
tions may vary by field. Therefore, it is most useful to refer to images or descrip-
tions rather than names of visualizations.

There are many reasons that patient-facing visualizations have become widely 
used. Studies have shown that visualizations have helped patients understand their 
laboratory test results (Solomon et  al. 2016; Zikmund-Fisher et  al. 2014, 2017; 
Morrow et al. 2017), different treatment options available to them (Hawley et al. 
2008; Zikmund-Fisher et al. 2008a, b; Vogt and Marteau 2012), and personal risk 
for certain health conditions which improves their medical decision making (Hawley 
et al. 2008; Wegier and Shaffer 2017; Stone et al. 2017; Siegrist et al. 2008). In addi-
tion, visualizations help patients who may lack an in-depth understanding of medi-
cal concepts and jargon to better interpret and contextualize health data. For 
example, colors can communicate when data is outside of normal ranges better than 
written text or numbers (Arcia et al. 2015). Designers can use shades and tints to 
create additional discrimination between colors for colorblind users to be able to 
detect differences. Colorblind filters can be used to ensure adequate contrast 

18 User-Centered Development and Evaluation of Patient-Facing Visualizations…



374

Fig. 18.1 Common types of patient-facing visualizations
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between colors, especially the most common forms of colorblindness: red-green 
and blue-yellow (National Eye Institute (NEI) 2019). As more technologies are 
being developed to deliver personal health information to patients, including patient 
portals, mobile applications, and wearable devices, visualizations are a clear and 
effective way to communicate the most salient information while focusing attention 
away from granular and non-clinically significant changes in the data (i.e., noise) 
(Grossman et al. 2018).

Patient-facing visualizations are still relatively new compared to visualizations 
of health data created for research or medical communities. As a result, there are 
still many challenges that the design, human-computer interaction, and informatics 
communities are facing when designing these types of visualizations. Patients use 
different cognitive processes to interpret and contextualize health data because their 
mental models of disease processes usually differ from researchers and clinicians 
with advanced knowledge of statistics and medicine (Mamykina et al. 2016; Garcia- 
Retamero and Cokely 2017). Some health-related information is inherently statisti-
cally complex; for example, the widely used Patient-Reported Outcomes 
Measurement Information System (PROMIS) reports patient-reported outcomes as 
T-scores with standard deviations. Interpretation of the scales, and comparison of 
scores between scales, is a major challenge for patients (Snyder et al. 2012).

There is also wide variation in numeracy and graph literacy among patients. As 
much as 40% of the U.S. population has poor graph literacy, meaning they have dif-
ficulty interpreting information presented graphically (Galesic and Garcia-Retamero 
2011). However line graphs have been the most commonly used patient-facing visu-
alization to date (Snyder et al. 2017; Brundage et al. 2015; Smith et al. 2016; Arcia 
et al. 2018; Tolbert et al. 2018; Turchioe et al. 2019a). Therefore, those developing 
patient-facing visualizations are now beginning to explore options beyond graphs 
(Turchioe et al. 2020). Patients may also have varying levels of health literacy and 
may have cognitive impairment due to disease- or age-related processes, which 
influences comprehension of visualizations (Turchioe et al. 2020). Interpretation of 
visualizations, particularly the meaning attributed to a specific color or icon, also 
varies by sociocultural backgrounds. Finally, visualizations that can be quickly and 
easily interpreted in real-world circumstances, in which patients may be distracted 
or have limited time to view and comprehend information, is an important consid-
eration; many studies evaluate visualizations in controlled, laboratory-based set-
tings only when patients have more time to study and understand the information 
being presented (Snyder et al. 2017; Brundage et al. 2015; Smith et al. 2016; Arcia 
et al. 2018; Tolbert et al. 2018; Sun and May 2013).

 Importance of User-Centered Design and Evaluation

Because of the challenges of designing visualizations that patients can understand 
and interpret accurately, user-centered design is a critically important activity. User- 
centered design is a design philosophy in which the goals and needs of the end user, 
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or in this case the patient viewing a visualization, drive the design process; the end 
user is the expert (Saffer 2010). User-centered design involves a set of activities and 
approaches that are iterative in nature; designs are created, evaluated by end users, 
modified based on the feedback and evaluated again. In this way, the end user is 
deeply integrated into the design process, from the early conceptualizations of a 
visualization through the implementation of interactive interfaces that include visu-
alization. These activities are crucial to ensure that visualizations are comprehended 
by target patient populations, who may have unique socio-cultural backgrounds and 
needs with respect to health literacy, numeracy, and graph literacy.

Although it is an essential element in the development of highly effective patient- 
facing visualizations, user-centered design is not always done. A recent systematic 
review of patient-facing visualizations found that nearly half of the articles reviewed 
did not conduct an evaluation with patients or describe patient involvement in the 
design process (Turchioe et al. 2019a). Moreover, of the studies that did evaluate 
visualizations, a wide range of methods and outcomes measures were used. While 
there is an absence of clear standards, in this chapter we offer suggestions for best 
practices for conducting user-centered design of patient-facing visualizations.

 Best Practices for User-Centered Design

 Suggestion 1: Selecting a Framework

Depending on the purpose of the consumer health informatics tool, we recommend 
starting with a user-centered design framework and health behavior change model 
to inform the user-centered design process. If specific patient-reported outcomes 
(PROs) are measured in the CHI tool, we also recommend documentation of a spe-
cific measurement model for the specific PRO measure, as reported by the 
International Society for Quality of Life Research (ISOQOL) (Reeve et al. 2013). If 
the goal of the tool is to promote health behavior change, a health behavior change 
model can guide design choices. Commonly employed behavior change models 
include, but are not limited to, the Health Belief Model, Theory of Reasoned Action, 
Stages of Change Model, and Self-Determination Theory. For example, one study 
mapped different features of a mobile application for self-monitoring of Type 2 
diabetes to different levels of intrinsic motivation to self-monitor based on Self- 
Determination Theory (Turchioe et al. 2019b).

There are also several general user-centered design frameworks; each have simi-
lar components, including iterative processes for designing, testing, and revising, 
with each iteration incorporating prior feedback into the next design iteration. Also, 
core to the UCD process is incorporating specific behavior change or technology 
acceptance models to help ensure visualizations and CHI tools involving visualiza-
tions align with user behaviors. One example of a user-centered design framework 
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Fig. 18.2 The Information System Research (ISR) framework

is the Information System Research (ISR) framework (Fig. 18.2). The ISR frame-
work includes three distinct cycles: Relevance, Rigor, and Design. In the relevance 
cycle, the needs of the end users and the contexts of use are explored. In the rigor 
cycle, relevant literature and fundamental theories are consulted, and additional 
studies developing theories, frameworks, instruments, or methods are conducted to 
contribute to the knowledge base as appropriate. In the design cycle, iterative design, 
development, and evaluation activities are conducted to create and refine prototypes 
with extensive end user feedback. Other frameworks also exist for specific contexts 
of user-centered design. For example, the International Patient Decision Aid 
Standards (IPDAS) Collaboration has created detailed processes for engaging end 
users in decision aid design (International Patient Decision Aid Standards (IPDAS) 
Collaboration 2013).
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 Suggestion 2: Gather Requirements to Understand the End User

Before design activities begin, it is important to define the specific target audience 
of the visualization and identify their unique needs. Human-computer interaction 
communities call this activity requirements gathering in the context of creating 
interactive systems, but the same concept can be applied when designing visualiza-
tions within interactive systems. In human-computer interaction, a requirement is a 
statement about an intended product that specifies what it is expected to do or how 
it will perform (Sharp et al. 2019). In the case of designing visualizations, the goal 
of requirements gathering is to understand as much about the target audience of the 
visualization as possible, as well as the ways and contexts in which they are using 
the visualization and what the visualization should help them achieve. Potential 
goals include comprehension of information, contextualization of information, or 
an action in response to the information. Requirement gathering is crucial to avoid 
wasting time and resources on visualizations that are not effective, comprehended, 
or useful for the target audience.

The specific aspects of visualization to be considered during this stage are pre-
sented in Table 18.1.

There are many approaches for requirements gathering. Data gathering activities 
include qualitative interviews, observations, and quantitative data collection. 
Qualitative interviews with members of the target audience can help answer many 
of the questions above. It may also be helpful to interview other key stakeholders 

Table 18.1 Example considerations during requirements gathering

Target 
audience

•  Who are they? Define the audience precisely
•  What are their defining characteristics? These may include health literacy, 

numeracy, technology comfort, and salient medical problems (e.g., low vision)
•  What is their level of knowledge with respect to the data being visualized?

Contexts of 
use

•  How often will the audience view the visualization? Working memory will be 
lower with less frequent viewing and therefore require more support to engage 
with and understand the visualization

•  How much time will the audience have to view, comprehend, and synthesize 
information being presented?

•  How will the visualization be displayed? If electronically, how will screen size 
(mobile phones, tablets, laptops, and desktop computers) impact design 
choices?

•  What are salient characteristics (if any) of the physical environment in which 
the audience will view the visualization? Light levels, noise, distractions, and 
the physical presence of others nearby who can provide assistance may 
influence comprehension and overall engagement with a visualization

Data being 
visualized

•  What kinds of data need to be visualized—categorical or continuous; 
longitudinal or cross-sectional?

•  How much detail in the data is important to show versus data summaries?
•  Are there privacy concerns or sensitive information that may need to be 

displayed with more nuance?
•  Will the data update or refresh over time? If so, is it important to differentiate 

data collected or extracted at different times?
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with important perspectives about contexts of use and the needs of the target audi-
ence; for example, healthcare providers who routinely deliver certain types of health 
data to patients may have important insights about how patients comprehend and 
use these data. Observations of the target audience viewing and interacting with the 
visualization may be useful when the context of use, and particularly the physical 
environment, is unique and expected to substantially influence how an individual 
engages with a visualization.

There are also several quantitative measures that are beneficial to measure as 
they provide useful context about the target audience. Constructs that relate directly 
to the comprehension of information in a visualization include health literacy (Chew 
et al. 2004), numeracy (McNaughton et al. 2015), and graph literacy (Galesic and 
Garcia-Retamero 2011; Okan et al. 2019), which can all be measured using brief 
screening tools. Additionally, there are validated scales objectively assessing cogni-
tive status, such as the Montreal Cognitive Assessment or MoCA (Nasreddine et al. 
2005), and the self-identified presence of physical, hearing-related, or visual dis-
abilities can also be ascertained ((ISO), International Organization for Standardization 
2014). Finally, it may be important to quantify technology experience, including 
computer ownership, smartphone ownership, and Internet access and use (Masterson 
Creber et  al. 2019; Creber et  al. 2016a), if the visualization will be accessed 
electronically.

After data is collected, it can be analyzed and translated into requirements for the 
visualization. The process of translating requirements is also best served by involve-
ment with the target audience and other stakeholders. After an initial set of require-
ments are generated, they can be discussed and iterated upon with the target 
audience.

One important challenge that has been broadly described in the literature is 
engaging a wide range of end users. Typically, the most engaged end users are the 
easiest to recruit for requirements gathering studies, which can result in designs that 
are only usable to the most engaged individuals. A critical area for future work is 
developing strategies to involve individuals who may be less likely to proactively 
engage in technologies for health management, but who could potentially benefit 
from them the most if used. One promising approach is leveraging the infrastructure 
of stakeholder engagement boards and community-based participatory research 
studies that have already conducted intense outreach and engagement within a spe-
cific community or group of individuals. For example, one study leveraged the 
community-based study, “Washington Heights Initiative Community-based 
Comparative Effectiveness Research,” to recruit low-income Latino adults with 
multiple chronic conditions for design sessions when creating a self-monitoring 
application (Turchioe et al. 2019b; Reading Turchioe et al. 2020a). However, strate-
gies for involving less engaged end users is an important problem deserving more 
attention in future work.
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 Suggestion 3: Apply Rigor in Designing Evaluation Studies

After visualizations are designed, they must be rigorously tested with the target 
audience through evaluation studies. The purpose of evaluation studies is to show 
that a visualization achieves its goals. Evaluation studies may also highlight oppor-
tunities to improve visualizations, and the revised visualizations are again evalu-
ated. In this way, design and evaluation activities are tightly interconnected and 
iterative in nature.

Once the visualization goals are clearly defined, objective measures can be 
selected to quantify the effectiveness of the visualization in meeting the goals. Many 
times, evaluation studies ask the target audience which visualizations they prefer. 
Ways of measuring preferences include asking participants to select their favorite 
visualization out of a series or identify which aspects of a visualization they like 
most and least. While preferences provide important insights for design, they should 
not be the only outcome measure or used as a proxy for comprehension. In fact, 
studies have found that patients often prefer visualizations that they do not objec-
tively understand (Turchioe et al. 2020; Brewer et al. 2012). Therefore, it is impor-
tant to measure objective outcomes, as well. Some important objective outcomes to 
consider measuring, along with validated scales used to measure these outcomes, 
are described in Table 18.2.

There are different strategies for sampling participants for evaluation studies, 
which should also be selected based on the target audience and visualization goals. 
Online samples can be recruited through platforms such as Prolific (Palan and 
Schitter 2018; Peer et  al. 2017) and Amazon Mechanical Turk (Strickland and 
Stoops 2019; Mortensen and Hughes 2018). These platforms allow for visualiza-
tions to be tested with extremely large sample sizes, and are ideal for visualizations 
intended for more general audiences. For example, these platforms have been used 
to test different visualizations displaying laboratory test results (Zikmund-Fisher 
et  al. 2017), which is relevant for nearly all individuals who receive healthcare. 
While some sites allow segmentation by demographic characteristics and geo-
graphic location, in general, it is difficult to recruit a very specific type of sample on 
these sites (for example, older adults or patients with a specific disease). Therefore, 
in other cases, it may be desirable to recruit a more targeted population. Strategic 
recruitment depends on the key characteristics of the target audience; for example, 
if the audience is patients with a specific disease, recruitment can take place in 
healthcare settings (including clinics or inpatient areas) that treat that disease. A 
downside to this approach is that sample sizes will be limited, as recruitment will 
take more time and resources compared to online samples.

When multiple versions or types of visualization will be evaluated in a study, 
counterbalancing is a helpful strategy to reduce bias in the results. Counterbalancing 
involves systematically randomizing the order and information contained in each 
visualization. This is important to reduce order effects—the order of the visualiza-
tions having an effect on outcomes. Participants may learn more information as they 
view each subsequent visualization, making comprehension appear to be higher for 
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Table 18.2 Objective evaluation study outcome measures

Construct Rationale for inclusion Example measurement tools
Instrument Questions/measurement

Comprehension Participants’ objective 
comprehension of a 
visualization is necessary so 
it can inform their decision- 
making. Preferences cannot 
be used as a proxy for 
objective comprehension 
(Turchioe et al. 2020; 
Brewer et al. 2012)

Adapted ISO 9186 
comprehension 
protocol ((ISO), 
International 
Organization for 
Standardization 
2014; Rn et al. 
2019)

How would you explain 
what this means to a 
loved one?

Response time 
(Brewer et al. 2012)

Viewing time between 
seeing the visualization 
and answering the 
comprehension question

Risk perception Appropriate when 
visualizations show risk 
information. Risk perception 
mediates relationships 
between comprehension of 
visualizations and 
behavioral intention, and is 
influenced by an individual’s 
numeracy levels (Zikmund- 
Fisher et al. 2008a; 
Garcia-Retamero and 
Cokely 2011)

Subjective risk 
perception 
questionnaire 
(Zikmund-Fisher 
et al. 2008a; 
Garcia-Retamero 
and Cokely 2011)

Three items asking about 
the perceived likelihood, 
seriousness, and concern 
for the worsening health 
condition

Objective risk 
perception 
(Zikmund-Fisher 
et al. 2008a)

Two items measuring gist 
recall (remembering the 
gist of the visualization; 
ex: Values were 
worsening) and verbatim 
recall (remembering the 
key data; ex: Score 
dropped from 8 to 3) 
after visualization is 
removed from view

Behavioral 
intention

Appropriate when intention 
to act in response to a 
visualization is a goal

Adapted ISO 9186 
comprehension 
protocol ((ISO), 
International 
Organization for 
Standardization 
2014; Rn et al. 
2019)

How likely would you be 
to do something in 
response to this 
visualization?

visualizations shown later in the sequence. A simple example of a study design 
using counterbalancing is provided in Fig. 18.3. In this example, each subsequent 
participant is shown a set of visualizations in a different order. The information in 
the visualizations can also be systematically randomized if it is thought to influence 
the outcomes being measured. For instance, in one study, both the type of visualiza-
tion and direction (worsening, improving, or staying the same) of patient-reported 
outcomes scores being visualized were randomized (Turchioe et al. 2020).
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Fig. 18.3 Example study 
design using 
counterbalancing

Randomization can also be employed through “A/B” testing, a rapid experimen-
tation process intended to quickly identify optimal designs (Austrian et al. 2021). In 
A/B testing, two variants of the same application or web page are quickly deployed 
to different subsamples of the same target population, and outcome metrics of inter-
est are gathered and compared. The two variants may be very different in a number 
of respects, or very similar with minor feature differences between them. The vari-
ant which performs the best on specified outcomes is modified and tested again. 
Multiple, rapid rounds of A/B testing are usually conducted until the outcomes are 
satisfactory; the best performing variant is then deployed more permanently. A/B 
testing is an ideal option for tools in which real-world endpoints, such as number of 
logins to a patient portal or messages to the care team, are most useful in assessing 
designs.

 Case Study: User-Centered Design of a Mobile Application 
to Support Older Adults with Routine Symptom Monitoring

Here we present an in-depth case study intended to illustrate the user-centered 
design process from initial conception of the need for a mobile application through 
feasibility testing with the near-final application. The rationale for selecting a guid-
ing design framework, specific data gathering methods, and design choices are 
described. By describing the process in detail, we aim to illustrate how to apply the 
concepts described above in an example context. Different contexts and use cases of 
patient-facing visualizations will call for different guiding frameworks and data col-
lection methods.
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 Overview

mi.Symptoms is a mobile health (mHealth) application that uses patient-facing visu-
alizations to support symptom self-monitoring of symptoms for older adults with 
heart failure, a highly prevalent condition in which symptom monitoring is impor-
tant to reduce hospital admissions and improve outcomes (Riegel et al. 2011). This 
was an important problem to address because disparities in mHealth application use 
still exist among older adults. Advanced age and associated limited technology lit-
eracy, in addition to socioeconomic disparities, can be barriers to using mHealth to 
support symptom reporting, monitoring, and self-care management (Mishra et al. 
2019). Older adults with chronic conditions may be unable or unwilling to take 
advantage of new technologies to monitor and manage symptoms that are not tai-
lored to their needs (Creber et al. 2016b). Overall, accessibility of mobile applica-
tions for older adults, including mobile responsiveness and system response times, 
is a major concern in the field. Most mobile applications typically do not incorpo-
rate design principles to enhance accessibility for older adults (Jeevanandan and 
Nøhr 2020). This makes tailoring of mHealth applications to older adult populations 
through user-centered design critically important (Veinot et  al. 2018; Creber 
et al. 2016c).

The visualizations used in mi.Symptoms were developed through a set of iterative 
design activities to determine desired content as well as features and functions to 
increase usability of a symptom monitoring application for older adults. Its develop-
ment was guided by the three cycles of the ISR framework: Relevance, Rigor, and 
Design (Hevner 2007; Schnall et al. 2016).Across the Relevance and Design Cycles, 
multiple user-centered design methods were applied and older adult users were 
incorporated into each stage of development (Table 18.3). In the Relevance Cycle, 
pertinent symptoms, methods for the measurement of symptoms, and the optimal 
clinical location for measurement (inpatient setting, outpatient setting, or home) 
were identified. In the Rigor Cycle, features currently offered in mHealth apps were 
identified in a systematic review of existing commercially available applications. 
Across four Design Cycles, rapid iteration between prototyping the designs, refin-
ing the artifacts, and evaluating the prototypes based on end-user feedback 
took place.

 Relevance Cycle

Structured surveys, semi-structured interviews, and field testing were used to iden-
tify pertinent symptoms, tools, and needs for reporting. Both global and disease- 
specific symptom measures were included in mi.Symptoms. For global measures, 
ten standardized Patient-Reported Outcome Measurement Information System 
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Table 18.3 Activities in the relevance, rigor and design cycles

Sample Method Purpose

Relevance cycle: Connects the environment and design science research

Patients (n = 13), 
Health care providers 
(n = 11)

Semi-structured 
interviews

Identify pertinent symptoms and tools for 
measurement and needs among older adults 
(Grossman et al. 2018)

Rigor cycle: Connects design science research with a scientific Knowledge Base

mHealth apps Review of 
mHealth apps

Identify features available in commercially 
available mHealth apps by doing a review of the 
domain for older adults (Creber et al. 2016b)

Design cycle: Connects develop and build and justify and evaluate artifacts
Patients (n = 13),
Health care providers 
(n = 11)

Phase I
Individual design 
sessions

Identify design features for symptom reporting and 
communication with healthcare providers among 
older adults (Grossman et al. 2018)

Patients (n = 168) Phase II
Usability

Evaluate usability for reporting physical and 
psychological symptoms (Baik et al. 2019; 
Reading Turchioe et al. 2020b; Masterson Creber 
et al. 2017)

Patients (n = 40) Phase III
Comprehension

Evaluate comprehension of summary 
visualizations (Turchioe et al. 2020)

Expert clinicians and 
informaticians (n = 7)

Phase IV
Heuristic 
evaluation

Provide feedback on the content and examine 
usability heuristics with expert clinicians and 
informaticians

(PROMIS) short-form questionnaires were selected because they are freely avail-
able and not disease specific, thus capturing non-cardiac specific symptoms that are 
common across multiple chronic conditions. PROMIS questionnaires are linguisti-
cally validated in multiple languages and understandable at a sixth-grade reading 
level. To measure acute disease-specific physical symptoms, the Heart Failure 
Somatic Perception Scale was chosen (Jurgens et al. 2017). Semi-structured inter-
views with patient and healthcare provider participants were conducted to identify 
the most relevant symptoms to older adults: shortness of breath, swelling, pain, 
exercise intolerance, abdominal discomfort, fatigue, sleep disturbance, and anxiety. 
In addition, the literature was reviewed for pertinent design requirements for older 
adults and provide select themes in Table 18.4 (Zikmund-Fisher et al. 2014, 2017; 
Wu et al. 2013; Wynia and Osborn 2010; Zarcadoolas et al. 2013; Arcia et al. 2016).

 Rigor Cycle

As previously published and summarized below (Creber et al. 2016b), a review of 
commercially available mobile health applications was conducted to support heart 
failure symptom self-monitoring. Thirteen keywords such as “heart failure,” “cardi-
ology,” “heart failure and self-management,” “heart failure and symptom manage-
ment,” were used across three mobile app stores: Apple iTunes Store, Android 
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Table 18.4 Design requirements for older adults and patients

Low 
numeracy

Low numeracy, defined as an inability to productively use quantitative health 
information (Wu et al. 2013), impacts a patient’s ability to interpret quantitative 
health data and make informed decisions (Wynia and Osborn 2010). 
Considering low numeracy, text or simple visual displays may be optimal over 
graphs or tables

Older adults When designing for older adults, researchers and others need to consider 
sensory and motor capabilities, and cognitive and numeracy abilities 
(Zarcadoolas et al. 2013). methods to improve usability in older adults include 
simple navigation without extensive branching, large touch-target regions with 
high responsiveness, large readable fonts, slower system response times 
(Zikmund-Fisher et al. 2014), consistent interaction patterns, verbose error 
messages, audio voice-overs, video content, and encouragement messages 
(Lyles et al. 2013)

Mobile-first Considering the potential use of a mHealth app for outpatient self-management, 
patients may eventually complete surveys on personal devices at home, at work, 
or in public. The interface should use responsive design for viewing on various 
screen sizes and devices, and ensure privacy of personal identifying information

Longitudinal 
use

Patients may complete surveys periodically over time for self-management. The 
interface must change over time and with repeated use to successfully track 
symptoms longitudinally

High 
usability

To ensure use among low–technology-literacy patients and prevent 
socioeconomic disparities in use (Vogt and Marteau 2012), the interface must 
conform to usability heuristics such as visibility of system status and recovery 
from errors. To avoid overwhelming non-advanced users, consider placing 
access to advanced features in less prominent locations such as inside menus

Low health 
literacy

Disparities in both mHealth app and portal use have been well documented. The 
interface and graphics must be accessible to patients with a range of health 
literacy levels (Wynia and Osborn 2010; Arcia et al. 2013, 2016)

Google Play store, and Amazon Appstore. All applications were evaluated by two to 
four reviewers using the Mobile Application Rating Scale (Stoyanov et al. 2015), 
the functionality score from the IMS Institute for Healthcare Informatics report 
(Aitken and Gauntlett 2013), and Heart Failure Society of America guidelines for 
non-pharmacologic management (Lindenfeld et al. 2010). A total of 3636 apps were 
identified and 34 mHealth applications met the full inclusion criteria (Creber et al. 
2016b). This review showed that mobile applications were generally in early stages 
of development, as few scored well across the domains of quality, functionality, and 
adherence to evidence-based guidelines. None were specifically designed for older 
adults (Creber et al. 2016b).

Based on this mobile application review, personal communication with experts 
in the field, and a summary of published literature, important design requirements 
for older adults were identified. The design requirements that were identified during 
the Rigor Cycle and the questionnaires measuring cardiac and non-cardiac symp-
toms identified during the Relevance Cycle were incorporated into subsequent 
Design Cycle activities.
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 Design Cycles

The purpose of the Design Cycle was to support development, evaluation, and 
refinement of mi.Symptoms. Four distinct design phases through the Design Cycles 
were conducted using static mock-ups (Design Phase I), interactive web-based pro-
totypes (Design Phase II), paper-based prototypes of summary visualizations 
(Design Phase III), and the mobile interface (Design Phase IV).

Static (non-interactive) mock-ups were created using InDesign and PowerPoint 
for Design Phases I, III and IV. In Design Phase II, an interactive web-based proto-
type of mi.Symptoms was created using HTML/CSS/JavaScript for front-end devel-
opment and ASP.NET as the back-end framework. Additionally, jQuery 1.12.4 was 
used as the JavaScript library to support older versions of Internet Explorer, which 
is an important consideration for our target population. From Design Phase II, spe-
cific limitations in comprehension of the summary visualizations were identified, so 
novel visualization formats were created and evaluated using paper-based proto-
types in Design Phase III.

 Design Phase I: Design Features

The objective of the first design phase was to identify design features for older adult 
patients with heart failure for symptom reporting and communication with health-
care providers through individual design sessions. The methods have been pub-
lished and are summarized below (Grossman et al. 2018). Individual design sessions 
were conducted using storyboarding to detail patients’ interactions with the inter-
face and determine the necessary components. Storyboarding is a technique that 
involves displaying a set of illustrations shown in sequence to pre-visualize how 
navigation of an application will work (Truong et al. 2006). Each design session 
was audio-recorded, lasted 20–40 min, and covered topics on the application such 
as general usefulness, usefulness for patient–provider communication, helpful and 
unhelpful features, suggested changes, and the perceived impact of using a mHealth 
application to interact with their healthcare provider.

Based on the semi-structured interviews, five design themes were identified, 
including designing to: (1) aid comprehension, (2) return results to patients and 
providers, (3) support education, (4) promote communication, and (5) include mul-
tiple languages (Table 18.5) (Grossman et al. 2018).
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Table 18.5 Design themes, descriptions and how they were identified (Phase 1)

Design to aid 
comprehension

Poor comprehension inhibited 
accurate symptom reporting

The interface incorporated 
visualizations to aid patient 
comprehension of symptom questions, 
answer choices, and results

Design to return 
results to patients 
and providers

Both patients and providers 
wished to track symptoms over 
time to aid disease 
management and identify 
missed opportunities for 
intervention

The interface conveyed symptom survey 
results to patients and providers

Design to support 
education

Patients described how the 
interface helped them associate 
their symptoms and underlying 
disease

The interface incorporated strategies to 
help patients strengthen connections 
between symptoms and the disease 
process and publicly available 
educational content developed by the 
American Heart Association

Design to promote 
communication

Patients described wanting 
unstructured messaging 
features to communicate 
further with their healthcare 
provider regarding their 
symptoms

The interface included an option for 
unstructured messaging

Design for multiple 
languages

Patients and providers reported 
the importance of the app being 
available in both English and 
Spanish in order to support 
comprehension

The web-app was available in English 
and Spanish

 Design Phase II: Perceived Usability

The objective of the second design phase was to determine usability of mi.Symptoms 
for reporting physical and psychological symptoms. Each participant completed the 
mi.Symptoms application on an Apple iPad Pro. After completing mi.Symptoms, 
they were given a printout of their symptom report including their prioritized list of 
symptoms to communicate with their healthcare provider. Participants also com-
pleted a comprehensive demographic questionnaire, including health literacy (Chew 
et  al. 2004), and evaluated usability by completing the Health-IT Usability 
Evaluation Scale (Health-ITUES) (Chen 2017) using Qualtrics survey software. To 
assess two key constructs related to usability, perceived usefulness and ease of use, 
a tailored version of the Health-ITUES (scores range from 1 to 5, lowest to highest) 
was used (Yen et al. 2010). For the data analysis, standard descriptive statistics of 
frequency, central tendency, and dispersion were applied to describe the sample 
characteristics, including demographics, health literacy, technology literacy, and 
Health-ITUES data in StataSE v13 (College Station, Texas) and R.
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Fig. 18.4 mi.Symptoms interface and visualizations in the prototype, first and second genera-
tion web-app

In total, 168 English- and Spanish-speaking older adults with heart failure were 
recruited complete mi.Symptoms (Table  18.3, Phase II) (Reading Turchioe et  al. 
2020b). The visualizations in this design phase are included in Fig. 18.4. The top 
row is the prototype which was the first artifact described in Design Phase 1. The 
second row is the first Generation of mi.Symptoms that was evaluated in Design 
Phase 2. The third row is the second generation of mi.Symptoms that was evaluated 
in Design Phase 3 and 4 as a paper-based artifact.

Overall, participants were able to use mi.Symptoms to report complete PRO data 
with no missingness. The total scores for perceived usefulness and perceived ease of 
use measured using Health-ITUES were high, and usability scores did not signifi-
cantly differ by age. These results demonstrated that it is feasible for older adults to 
use mi.Symptoms to report PROs. However, qualitative feedback on the designs 
from patients indicated that patients did not fully understand the summary visual-
izations included in mi.Symptoms, which led to a more in-depth, objective evalua-
tion of summary visualization options in Design Phase III.

 Design Phase III: Comprehension of Visualizations

The objective of the third design phase was to assess hospitalized patients’ objective 
comprehension (using the International Organization for Standardization protocol) 
(Rn et  al. 2019) of four novel summary visualizations that display longitudinal 
PROs: text-only, number-line, visual analogy and line graph (Turchioe et al. 2020). 
Each participant viewed every condition and all possible PRO changes over time 
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a b

c d

Fig. 18.5 Novel summary visualizations that display longitudinal PROs: (a) text-only; (b) text 
plus visual analogy; (c) text plus number line; (d) text plus line graph

(improvement, decline, no change). Further, counterbalancing was used to control 
for potential order effects. Participants stated their preferred condition, and we then 
showed them their preferred condition with PRO decline over time and assessed risk 
perception and behavioral intentions.

When the four novel summary visualizations (Fig. 18.5) were evaluated with 40 
patient participants, 63% correctly comprehended the text-only condition and 60% 
comprehended the line graph condition, compared with 83% for the visual analogy 
and 70% for the number line conditions (Turchioe et al. 2020). Participants compre-
hended the visual analogy significantly better than the text-only and line graph con-
ditions. The results support using visual analogies rather than text to display 
longitudinal PROs but caution against relying on graphs. Importantly 14% of par-
ticipants who comprehended at least 1 condition preferred a condition that they did 
not comprehend. This emphasizes the importance of objectively measuring compre-
hension of visual formats, rather than relying on preferences as a proxy for 
comprehension.

 Design Phase IV: Heuristic Evaluation for Mobile Interface

The objective of the fourth design phase was to collect feedback on the content of 
paper prototypes of mi.Symptoms (in contrast to the iPad interface) and examine the 
extent to which the proposed interface met usability heuristics for mobile devices. 
Paper prototypes were used in this phase to allow feedback to be directly and clearly 
recorded on the new designs for item-level responses and summary visualization 
designs for the mobile version. Participants engaged in a focus group session to 
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discuss the prototype, and individually completed an 18-item survey that we devel-
oped based on Nielsen’s usability heuristics for user interface design (Nielsen 
1992). The survey included one to three binary responses to questions related to 
each of the heuristics. During each focus group, research team members presented 
paper handouts of prototype mockups, concurrent with an electronic display of the 
same mockups on a large screen, and asked participants to discuss the content and 
features that would be included as functionality in the mobile app. Participants were 
also given paper copies of the mockups, and were encouraged to revise the informa-
tion presented by marking it up and making changes. Additional research team 
members were present during the session and took detailed notes. After the design 
session, the research team met and reviewed the usability heuristic surveys, notes, 
and drawings from the design session. The research team agreed on the features to 
include in the mobile interface with patients based on the results of the usability 
surveys and focus groups.

Seven informaticians and clinical experts participated in the fourth design phase, 
which entailed a heuristic evaluation lasting about 1 h. Findings from the heuristic 
evaluation, in which any score less than one indicates worse usability, were catego-
rized by Nielsen’s usability heuristics for user interface design. The lowest scores 
were identified in the following three categories: Visibility of system status, User 
Control, and Freedom and Recognition rather than recall. From the fourth design 
session, a total of nine changes were made for the design of the mobile interface.

 Conclusion

Using the ISR framework as an organizing framework, this chapter outlines the 
iterative user-centered design process that was conducted to design an mHealth 
application to facilitate symptom monitoring. As a result of user-centered design, 
patients in a disadvantaged patient population with a high symptom burden, many 
of whom were older adults, were able to successfully use the visualization-rich 
interface of the mi.Symptoms web-application for symptom reporting and commu-
nicating with healthcare providers. This demonstrates the value of developing tools 
that align with the needs and preferences of targeted end-users through rigorous 
user-centered design.

 Chapter Review Questions

Scenario: You are asked to develop a visualization displaying a type of genetic test-
ing result to patients with a specific disease in a health system’s patient portal. The 
goal of the visualization is to improve patient’s understanding of their genetic 
information.
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 Questions

 1. What is a design activity you can conduct to better understand the end user’s 
needs before designing visualizations? Select all that apply.

 (a) Measure patients’ health literacy, numeracy, and graph literacy levels.
 (b) Measure patients’ objective comprehension of visualizations.
 (c) Design a study using counterbalancing to randomize the order in which 

visualizations are shown.
 (d) Conduct semi-structured interviews with patients to understand contexts of 

use and preferences for viewing health information.

 2. What is the best sample of participants for an evaluation study 
of patient-facing visualizations?

 (a) A random sample of doctors and nurses from the health system.
 (b) A convenience sample of patients who have been diagnosed with the disease.
 (c) A random online sample recruited through a research platform such as 

Prolific.
 (d) A sample of internationally renowned clinicians and researchers with exper-

tise in this type of genetic disorder.

 3. Which question allows you to measure objective comprehension of the 
visualization?

 (a) How much do you like this visualization on a scale of 1–5?
 (b) How likely is it that your health is worsening based on this visualization?
 (c) How would you explain what this means to a loved one?
 (d) What was the gist of the visualization you just saw?

 Answers

 1. (a) Measure patients’ health literacy, numeracy, and graph literacy levels 
and (d) Conduct semi-structured interviews with patients to understand 
contexts of use and preferences for viewing health information. These activi-
ties are two ways of gathering requirements. Options B and C are appropriate for 
evaluating visualizations after they are developed.

 2. (b) A convenience sample of patients who have been diagnosed with the dis-
ease. While the perspectives of other stakeholders such as doctors, nurses, and 
experts are helpful to understand, the patients are the ultimately end users and 
therefore the most important group with which to conduct the evaluation study. 
A random online sample is unlikely to include many patients with the particular 
disease and is best for testing visualizations displaying more general or common 
health information.
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 3. (c) How would you explain what this means to a loved one? This is the objec-
tive comprehension question from the ISO 9186 protocol. Option A measures 
preferences, and B and D measure risk perception.
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Chapter 19
Social Determinants of Health During 
the COVID-19 Pandemic in the US: 
Precision Through Context

Marlene Camacho-Rivera, Jessica Y. Islam, Denise C. Vidot, Juan Espinoza, 
Panagis Galiatsatos, Anupam Sule, Vignesh Subbian, 
and Charisse Madlock-Brown

Abstract Within this chapter, we discuss conceptual, methodological, and logisti-
cal challenges and opportunities in incorporating social determinants of health 
(SDoH) into medical and health informatics research and practice. We begin by 
introducing key SDoH concepts and frameworks, with a focus on the social ecologi-
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cal model as a guiding conceptual model. We present an overview of the scientific 
literature documenting the impacts of various SDoH measures on disparities in 
chronic and infectious disease outcomes. We pay considerable attention to how 
COVID-19 disparities have brought SDOH to light the importance of incorporating 
SDoH measures for public health and clinical surveillance, and policy and program-
matic decision-making. We identify current approaches, as well as gaps and limita-
tions in the measurement of SDoH in the existing literature. We describe potential 
sources of SDoH address data quality concerns and illustrate specific use-cases. 
Using a case study on COVID-19, we provide conceptual and methodological guid-
ance on methods to incorporate SDoH measures in COVID-19 research using 
 individual, administrative, and geographic level data. We conclude with a discus-
sion of initiatives that are addressing SDOH in the context of COVID-19, discuss 
issues around urgency, rapid translation of research into practice, SDOH surveil-
lance, and new lessons to be learned.

Keywords Social determinants of health · Health disparities · Health equity  
Environment · COVID-19

 Concepts and Frameworks for Examining Social 
Determinants of Health (SDoH)

Social determinants of health (SDoH) are the conditions in the environments where 
people are born, live, learn, work, play, worship, and age that affect a wide range of 
health, functioning, and quality-of-life outcomes and risks (Metzler 2007). SDoH 
can be broadly grouped into five domains: Economic stability; Education Access 
and Quality; Health Care Access and Quality; Neighborhood and Built Environment; 

Learning Objectives
 1. Introduce concepts and frameworks for examining social determinants of 

health (SDoH) SDoH broadly.
 2. Present a review of the scientific literature examining SDoH.
 3. Identify gaps and limitations in the measurement of SDoH in the existing 

literature.
 4. Describe potential sources of SDoH address data quality concerns and 

illustrate specific use-cases.
 5. Case Study: The National COVID Cohort Collaborative (N3C)—How the 

COVID-19 pandemic brought SDoH to the forefront of informatics.

 (a) Present a review of the scientific literature examining SDoH in the 
context of the COVID-19 pandemic.

 (b) Provide conceptual and methodological guidance on methods to 
incorporate SDoH measures in COVID-19 research using individual, 
administrative, and geographic level data.
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and Social and Community Context (Office of Disease Prevention and Health 
Promotion 2015). To understand the importance of integrating SDoH measures into 
medical and health informatics, it is critical to contextualize SDoH concepts into 
frameworks to improve individual and population health.

Within the fields of health promotion and public health, more broadly, social 
ecological models have been used for nearly five decades in understanding how 
environments influence health (Sallis et al. 2008). Social ecological models recog-
nize individuals as embedded within larger social systems and describe the interac-
tive characteristics of individuals and environments. Early ecological models 
include the work of Urie Bronfenbrenner, who articulated the ecological systems 
theory of child development (Brofenbrenner 1994). Bronfenbrenner argued that to 
study child development, it was important to not only examine the child and their 
immediate environment, but also the larger environment as well (Brofenbrenner and 
Morris 1998). A subsequent model, developed by McLeroy, Bibeau, Steckler, and 
Glanz would become the most adopted social ecological model within the field of 
public health (McLeroy et al. 1988a).

As proposed by McLeroy and colleagues, the social ecological model posits that 
health is not solely determined by biological factors, but instead by a collection of 
systems that occur at various levels (McLeroy et al. 1988a). The social ecological 
model articulates five levels of influence specific to individual health behaviors and 
outcomes: intrapersonal factors, interpersonal factors, institutional or organizational 
factors, community factors, and public policy (McLeroy et al. 1988b). In addition to 
identifying specific SDoH influences at each of these levels, social ecological mod-
els also assume that the levels of influence are interactive and reinforcing, and that 
SDoH factors within each level have independent, synergistic, and cumulative influ-
ences on health (Stokols 1992, 1996). Examples of SDoH measures at various levels 
are listed below (Fig. 19.1).

INDIVIDUAL

INTERPERSONAL

INSTITUTIONAL

COMMUNITY

POLICY
Fig. 19.1 Social 
Ecological Model from 
McLeroy et al., 1988
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 Individual

Characteristics of the individual which may influence health outcomes include bio-
logical sex assigned at birth, gender identity, race, ethnicity, age, socioeconomic 
status, sexual orientation, employment and occupation, and health behaviors such as 
smoking, alcohol, and substance use (Sutton 2004).

 Interpersonal

Characteristics at the interpersonal level include formal and informal relationships 
with others within an individual’s social network. SDoH examples include social 
support, social isolation, and intimate partner violence (Golden and Earp 2012).

 Institutional

Institutions where individuals live, work, learn, play, and worship have an influence 
on their health. Examples of institutional SDoH measures where people live include 
homelessness, inadequate housing, or unsafe housing conditions such as exposure 
to mold, cockroaches, and pests (Gee and Payne-Sturges 2004). At the workplace, 
organizational SDoH measures include exposure to toxic substances and workplace 
stress (Ingram et al. 2021; Baron et al. 2014). Characteristics of healthcare institu-
tions where individuals receive preventive, urgent, and specialty care can also have 
an impact on their health; these may include access to healthcare, quality of care, 
and disruptions in care (Ryvicker 2018; Garney et  al. 2021; Martinez-Cardoso 
et al. 2020).

 Community

The social environment within defined boundaries an individual lives in that may 
promote certain social norms, provide access to resources, and offer social networks 
(Smith and Christakis 2008; Albrecht and Goldsmith 2003; Israel 1982; Ikeda and 
Kawachi 2010; Goldsmith and Albrecht 2011; Ertel et al. 2009; Perkins et al. 2015). 
Within the built environment, location of the community, housing, transportation 
services, and access to health and educational facilities are important SDoH charac-
teristics that influence individual health (Renalds et al. 2010; Jackson et al. 2013; 
Northridge et al. 2003; Garin et al. 2014; Evans 2003). Within the physical environ-
ment, proximity to highways, exposure to environmental hazards, and land use 
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patterns (e.g. presence of green spaces) are examples of community-level SDoH 
measures (Srinivasan et al. 2003; Frank et al. 2019; Gelormino et al. 2015; Zhang 
et al. 2018; Bird et al. 2018).

 Policy

Federal, state, or local policies play significant roles in determining health outcomes 
at the individual and community levels (Goldenberg et al. 2020; Bailey et al. 2017, 
2021). Policies that impact allocation of funds and resources within communities, 
access to healthcare and other social programs, and policies that differentially 
impact housing, education, employment, and exposure to hazardous substances 
may have a profound influence on reducing or widening health and social inequities 
(Bailey et al. 2017; Fernández-Esquer et al. 2021; Lynch et al. 2021). Examples of 
such policies include redlining and racial residential segregation, The Affordable 
Care Act, and state-sanctioned violence through mass incarceration (Acevedo- 
Garcia et al. 2008; Williams and Collins 2001; National Academies of Sciences, 
Engineering, and Medicine et al. 2019a; Wildeman and Wang 2017; Krieger et al. 
2018; Song and Kucik 2021; Singh and Wilk 2019; Hahn et al. 2018).

An understanding of social determinants of health that influence disparities will 
likely yield insight into a complex, multifactorial database that will span individ-
ual-, regional-, and hospital-level factors. Such an understanding of disparities, for 
instance, will yield appropriate resource allocation, community-based interventions 
and engagement, and policy. Regional-based interventions, such as health insurance 
access and transportation access, may help mitigate the development or manage-
ment of certain common non-communicable diseases, that in turn will impact mor-
bidity and mortality of an individual and their respective community. The insight 
provided in this chapter should provide an understanding of the necessity of captur-
ing accurate sociodemographic variables, while constructing models that are 
grounded in an understanding of human behavior and neighborhood composition, 
all to create precision medical care and advocacy.

 Overview of Evidence Linking SDoH and Health Outcomes

Health inequities have been identified in common pathologies in the United States, 
inequities that align with social and demographic variables such as race, ethnicity, 
and socioeconomic status (Peek et al. 2007; Diaz et al. 2021; Sullivan et al. 2021; 
National Academies of Sciences, Engineering, and Medicine et  al. 2019b). 
Recognizing such disparities along social and demographic variables is significant 
as it may reflect variety in health behaviors, neighborhood composition, access to 
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healthcare, quality of healthcare, and/or some or all of the above. The patterns of 
such inequities are complex, and at times, inconsistent, across social and demo-
graphic variables. However, taken together, there is a longstanding and significant 
body of literature that links social determinants of health at all levels to a variety of 
individual health outcomes and health inequities (National Academies of Sciences, 
Engineering, and Medicine et  al. 2017, 2019c; Palmer et  al. 2019; Kneipp et  al. 
2018). The following section represents a brief overview of the scientific literature 
linking SDoH measures to various chronic, infectious, and emerging conditions.

 Cardiovascular Diseases

Cardiovascular diseases (CVD) continue to be the leading causes of death among 
adults within the United States, and by 2030, 40.5% of the population is projected 
to have some form of CVD (Bhatnagar 2017). It is generally believed that even 
though genetic defects underlie some infrequent forms of heart disease, most CVD 
is due to interactions between several gene variants and lifestyle factors. This belief 
is based on the results of many studies showing that, to a large extent, CVD could 
be prevented by maintaining a healthy lifestyle. For instance, data from the Nurses’ 
Health Study suggest that 82% of coronary events could be prevented by maintain-
ing a healthy lifestyle (Stampfer et al. 2000). Similarly it was found that 62% of all 
coronary events may have been avoided if men in the Health Professionals Follow-up 
Study had adhered to a low-risk lifestyle (Chiuve et al. 2008). Data combined from 
both these studies show that 47% of stroke in women and 35% in men could be 
attributed to the lack of adherence to low-risk lifestyle choices (Akesson et  al. 
2007). At the individual level, examples of lifestyle factors that influence CVD out-
comes include diet, physical activity, and smoking. At the interpersonal level, social 
characteristics appear to contribute to CVD mortality risk, and the rates of CVD 
mortality vary across communities with different area characteristics, such as social 
cohesion, neighborhood identity, and stigmatization (Chaix 2009). At the commu-
nity level, characteristics of built environments, from neighborhoods to cities, have 
been related to rates of chronic disease and mental health and risk factors such as 
obesity and hypertension (Frank et al. 2003a, b; Ewing et al. 2003; Juarez et al. 
2020; Mauller et al. 2018). Physical activity is believed to be a critical mechanism 
by which built environments can affect chronic disease (Frehlich et al. 2021; Laddu 
et al. 2021; Lam et al. 2021; Dixon et al. 2020).

 Obesity

Clear impacts of the social determinants of health can be seen with obesity dispari-
ties in the US. Meta-analyses of over 60 studies show that aspects of the built envi-
ronment are positively correlated with obesity, particularly in disadvantaged groups 
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(Papas et  al. 2007; Terrón-Pérez et  al. 2021; Funderburk et  al. 2020). At the 
community- level, the strongest evidential support was found for food stores (super-
markets instead of smaller grocery stores), places to exercise, and safety, each of 
these neighborhood characteristics were found to be correlated with body mass 
index (Pan et al. 2020; Letarte et al. 2020; Drewnowski et al. 2019; Jia et al. 2019; 
Hills et al. 2019). At the interpersonal level, CVD risk factors such as obesity spread 
through social ties; for instance, it has been reported that a person’s chances of 
becoming obese increase by 57% is he or she had a friend who became obese within 
the same period (Barabási 2007) Additional social network studies, reported that if 
one sibling becomes obese the chances that the other would becoming obese 
increases by 40% (Christakis and Fowler 2007).

 Healthcare Acquired Diseases

Of further interest to healthcare disparities may be those of which render a dispro-
portionate number of persons with life-threatening, critically ill pathologies. 
Evidence has grown significantly in identifying that healthcare disparities exist in 
patients necessitating critical care and critical care resources (Grant et al. 2010). 
And unlike pathologies of chronicity, such as hypertension or diabetes, critical ill-
nesses are unique in their acuity of presentation to healthcare systems and the short-
ened timeframe of pathology development and resulting course of treatment. 
Further, in a time of an infectious pandemic that may result in significant critical 
care resources disproportionately impacting certain populations over others, the 
continuum of healthcare disparities will be at the forefront. Thereby, understanding 
sociodemographic variables, from individual-level to contextual-level, how they 
impact health outcomes, how the impact healthcare and critical care utilization, 
warrants an assurance of accurate gathering of such data and appropriate classifica-
tion as well.

One specific critical care diagnosis that aligns with healthcare disparities in a 
complex manner sepsis, a pathological syndrome that results from an aberrant 
immune response to an infection. Sepsis-related disparities along sociodemographic 
variables date back to a formal evaluation of diagnosis and outcomes of the syn-
drome based on hospital coding that spanned several decades (Martin et al. 2003). 
Sociodemographic variables have been identified as well, such as those aligning 
with race and ethnicity as well as those aligning with place of residence (Barnato 
et al. 2008; Galiatsatos et al. 2020). Of interest, sepsis incidence appears to occur in 
younger age groups in minority races, pre-dating the development of certain com-
mon morbidities, such as diabetes and hypertension, known to be risk factors for 
sepsis incidence and mortality. And in an opportunity to prepare for potential infec-
tious outbreaks and global crises, insight into such sociodemographic variables may 
lend to more precise preparation and prognostication of populations that would be 
ravaged, such as we saw with SARS-CoV-2 and severe COVID-19, a syndrome that 
parallels sepsis.

19 Social Determinants of Health During the COVID-19 Pandemic in the US…
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 Infectious Diseases

Public health emergencies and control of the spread of emerging diseases have been 
attributable to infectious diseases. Tackling the challenge of infectious disease 
spread and control has historically required a multifaceted approach, that expands 
into the concepts of social determinants of health. Contextualizing SDOH in the 
context of infectious disease control is vital for successful control programming due 
to the complex interplay between the multi-level drivers of disease, including both 
neighborhood-level conditions in which we live, and our ability to recover from 
disease on an individual-level based on economic and biological factors (Butler- 
Jones and Wong 2016).

Initially, the leading principles towards infectious disease control was germ 
theory, which provided our biological understanding of spread of infections and 
the foundations necessary for vaccine development and antimicrobials. Germ the-
ory put forth by Pasteur, is based on the idea of a causal relationship between 
microbes, contagion, infection, and disease. The theory was largely confirmed in 
late 1800s by Robert Koch’s the identification of Mycobacterium tuberculosis 
(TB), however, critics continued to question the causal role of microbes due to 
interindividual clinical variability in disease trajectory. For example, questions 
remained such as: Why do only some individuals with the same infection and dis-
ease severity die from the disease? Several biological reasons to explain interindi-
vidual variability have been put forth, such as the identification of prions and 
related protein misfolding disorders leading to infectious diseases not caused by 
microorganisms (Cashman 2015). However, with the spread of infections, such as 
tuberculosis (TB) and human immunodeficiency virus (HIV), in low resourced 
areas, the significant role of social determinants on rates of infectious disease and 
mortality has been appreciated.

An important example of the interplay between SDOH and infectious disease 
theories is the trends in TB observed in high-income settings. TB is a curable and 
preventable condition caused by bacteria that most often affect the lungs. TB is 
highly infectious and spreads from person to person through air when people with 
TB cough, sneeze or spit. In the eighteenth century, TB was an epidemic in Western 
Europe with a mortality rate as high as 900 deaths per 100,000 inhabitants per year. 
TB particularly affected young people, and it was dubbed “the robber of the youth.” 
During the industrial revolution, the spread of TB was a social issue due to the 
higher risk of disease among those living in problematic social conditions such as 
the extremely deprived work settings, poorly ventilated and overcrowded housing, 
primitive sanitation, and other social risk factors led to the continued spread of the 
disease (Frith 2014). However, before the advent of successful medical therapies, 
incidence of TB declined in North America in the 19th and early 20th centuries. The 
control of TB in these areas was attributed to better housing, less overcrowding, 
improved nutrition and living conditions and pasteurization leading to decreased 
transmission risk of TB in the United States and Europe (Butler-Jones and Wong 
2016; Hargreaves et al. 2011).
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Currently, cases of TB continue to be inequitably distributed throughout the 
world: Over 95% of TB cases and deaths occur in developing or low-income coun-
tries. In 2019, the largest number of new TB cases occurred in the South East Asian 
region with 44%B of new cases, followed by the sub-Saharan African region with 
25% of new cases. Several underlying conditions also intrinsically linked to SDOH 
put adults at higher risk of TB-related morbidity and mortality. For example, immu-
nocompromised adults are at higher risk of TB, specifically people living with HIV 
are 18 times more likely to develop active TB. Further, people with undernutrition 
are 3 times more at risk of developing TB. Globally in 2019, there were 2.2 million 
new TB cases in 2018 that were attributable to undernutrition (Butler-Jones and 
Wong 2016).

Key structural determinants of TB epidemiology include global socioeconomic 
inequalities, high levels of population mobility, and rapid urbanization and popula-
tion growth. These conditions give rise to unequal distributions of key social deter-
minants of TB, including food insecurity and malnutrition, poor housing and 
environmental conditions, and financial, geographic, and cultural barriers to health 
care access. Those most impacted by TB reflect the distribution of these social 
determinants in the population (Lienhardt 2001). For example, poor ventilation and 
overcrowding in the home or workplaces increases the likelihood of healthy indi-
viduals being exposed to TB infection (Hill et al. 2006; Boccia et al. 2009; Baker 
et al. 2008). Additionally, individuals with TB symptoms such as persistent cough 
frequently experience significant social stigma and economic barriers that delay 
their contact with the health system (Elliott et al. 1993). Those diagnosed with TB 
faces several difficulties to obtain treatment including transport to health facilities, 
fear of stigmatization if they share their diagnosis with friends or family, and lack 
of social support to seek care when they are unwell (Somma et al. 2008). Finally, 
due to the close relationship between HIV and TB in many settings, notably sub- 
Saharan Arica, the key structural and social determinants of HIV infection also act 
as indirect determinants of TB risk. Efforts to control TB are characterized by inter-
ventions to improve accessibility of health systems to communities through treat-
ment support, along with active case-finding and outreach for high-risk populations. 
Additionally, educational interventions to inform the public about the risk factors 
attributable to TB, including smoking or alcohol consumption, have been champi-
oned. Integration of HIV and TB control programs is also a major priority in many 
settings. Social determinants of TB are also addressed by strengthening social pro-
tection and livelihood improvement interventions to alleviate the effects of chronic 
poverty and malnutrition (Rothman et al. 1998; Dubos and Dubos 1987).

 SARS-CoV-2 and COVID-19

On January 30, 2020, The International Health Regulations Emergency Committee 
of the World Health Organization (WHO) declared that the outbreak of novel coro-
navirus SARS-CoV-2 (COVID-19) was a “public health emergency of international 
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concern” (Cucinotta and Vanelli 2020). By March 11th, COVID-19 was declared a 
global pandemic by the WHO, and the US declared a national emergency on March 
13th (CDC 2020a; Sohrabi et  al. 2020). The poorly coordinated public health 
response early in the pandemic resulted in more cases and deaths in the US than in 
any other country in the world (Dong et al. 2020). In the first few months of the 
pandemic, it became increasingly clear that Black, Latinx, and low-income com-
munities experienced disproportionate morbidity and mortality from COVID-19 
(Wortham et al. 2020; Riou et al. 2020; Webb Hooper et al. 2020). The CDC reported 
that between February and May 2020, Hispanic and nonwhite individuals under 65 
were 2–3 times more likely to die from COVID-19 compared to their white counter-
parts. Mortality among these groups also far exceeded their proportion of the US 
population (33.9% of deaths vs. 20% of the population for Hispanics, and 40.2% of 
deaths vs. 23% of the US population for nonwhites) (Richardson et al. 2020; Holmes 
et al. 2020).

At the individual level, early emerging international and domestic evidence has 
identified hypertension, cardiovascular disease, obesity, and diabetes as key risk 
factors, aside from age, for COVID-19 incidence and mortality (Gao et al. 2020; 
Izcovich et  al. 2020; Javanmardi et  al. 2020). For example, a retrospective case 
series of 1591 laboratory-confirmed COVID-19  in Italy identified hypertension, 
cardiovascular disease, and hypercholesterolemia as the most common comorbidi-
ties among cases (Onder et  al. 2020; Grasselli et  al. 2020). Similar results were 
reported in a case series analysis of 5700 hospitalized adults in NY with confirmed 
COVID-19; however, after hypertension, the most common comorbidities were 
obesity and diabetes (Richardson et al. 2020).

At the interpersonal level, household density, crowding, and social norms around 
COVID-19 preventive behaviors have been independently associated with 
COVID-19 disparities across the US (Nafilyan et al. 2021; Milad and Bogg 2021). 
At the community level, geographic inequalities in COVID-19 are well documented. 
Neighborhood social cohesion and neighborhood racial composition has been asso-
ciated with COVID-19 diagnosis and hospitalization rates, as well as neighborhood 
deprivation indices (Ingraham et al. 2021; CDC 2020b; Karaye and Horney 2020; 
Wadhera et al. 2020).

 Overview of Initiatives Examining SDoH in the Context 
of the COVID-19 Pandemic

The COVID-19 pandemic disproportionately impacted low-income and communi-
ties of color by exacerbating existing health inequities. Healthcare access, housing, 
occupation, educational and income gaps, discrimination, and cultural and language 
differences have all been identified as factors that put these underserved communi-
ties at increased risk of COVID-19 morbidity and mortality (CDC 2020a). Certain 
medical conditions, like diabetes, heart disease, chronic kidney disease, asthma, and 
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hypertension, placed individuals with COVID-19 at an increased risk for hospital-
ization, intubation, and death (Hussain et al. 2020; Fang et al. 2020; Izquierdo et al. 
2021; Garg et al. 2020; Emami et al. 2020; The Lancet Diabetes and Endocrinology 
2020; Yang et al. 2020; Mesas et al. 2020). Many of these conditions also dispropor-
tionately impact those same low-income and communities of color, and themselves 
are exquisitely sensitive to SDoH, further compounding the impact of COVID-19 
on vulnerable communities.

In response to the pandemic, a number of data initiatives came together in order 
to track, quantify, and analyze the impact COVID-19. The first of these were focused 
on epidemiology, such as the Johns Hopkins Coronavirus Resource Center and the 
Institute for Health Metrics and Evaluation (Dong et al. 2020). The next wave of 
resources from the CDC, WHO, Google, IBM, and others aggregated public health, 
social, environmental, and economic data. Finally, as universities, healthcare sys-
tems, and governments cleared the necessary legal and regulatory requirements to 
share patient-level data, a number of rich, collaborative resources came online to 
enable researchers to explore clinical outcomes (Dagliati et al. 2021). Many of these 
are repurposed data from EHRs enriched with COVID-19 specific data, while oth-
ers aggregate patient data from research studies, claims databases, and other sources. 
The value of these comprehensive, collaborative databases is difficult to overstate; 
the large number of patients and data points allow for nuanced research questions 
that can help better inform treatment, prevention, public health policy, and future 
lines of inquiry. However, it is important to acknowledge the significant technical 
(syntactic and semantic interoperability, access provisioning, de-identification, pri-
vacy protecting patient linkage, etc.) and regulatory (national and international data 
protection regulations, data use agreements) hurdles that need to be addressed in 
order to make these data resources available.

 Gaps and Limitations in the Measurement of SDoH 
in the Existing Literature

Though incorporating SDoH into healthcare research can improve patient care, 
there are several challenges associated with measurement. For instance, a lack of 
consistent screening for patient-level SDoH in any given healthcare system makes 
identifying those who have SDoH challenging. Several screening tools exist 
(PREPARE, ACH-Tools). Using these tools have potential, but there are also some 
limitations. In a review of research published on identifying SDoH among children, 
researchers have found that most screeners do not ask clear questions concerning 
the chronicity or duration of the determinants (Sokol et al. 2019). Information on 
timing and duration guide interventions and referrals and affect the accuracy of 
reported information (Fendrich et al. 1999). Several additional features impact the 
measurement of SDoH with screening tools, such as the availability of the questions 
in the informant’s language of fluency, the reading level necessary to understand 
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each question, and how well informants can understand what is being asked. 
Additional parents’ or caregivers’ answers may be influenced by social desirability 
bias and fear of intervention by protective services (Feinberg et al. 2009; Falletta 
et al. 2018). Some screening tools were developed in conjunction with information 
provided by community members, experts, and/or practice experience to address 
this problem. The creators of the Safe Environment for Every Kid (SEEK) Parent 
Screening Questionnaire (PSQ) begins with a sympathetic tone towards caregivers 
and highlights concern for the child’s safety and a willingness to assist with identi-
fied issues (Sokol et al. 2019; Van de Mortel 2008). Further research is required to 
investigate if including sensitive language before SDoH screening allays concerns 
about social desirability bias.

Research has found that standards vary in their capacity to capture specific social 
needs such as housing and occupation (Sokol et al. 2019; Arons et al. 2019). Arons 
et  al. identified codes currently available across four major medical terminology 
systems to identify SDoH concepts that can be mapped to the six most-used SDoH 
screening tools (Arons et al. 2019). Those included were the NAM Recommended 
Social and Behavior Domains and Measures 2014 report, PREPARE, Center for 
Medicare & Medicaid Innovation’s Accountability Health Communities (AHC), 
Health Leads, Seek, and WE Care. The authors then searched LOINC, SNOMET 
CT, and CPIT medical codes for the search terms. The authors found 1095 codes 
related to 20 SDoH domains. However, codes routinely failed to correspond to spe-
cific questions/answers in the social screening tools. The authors suggest that while 
their work suggests limitations in SDoH codes in medical terminologies, clinical 
content experts, policymakers, and informaticists will need to work together to 
achieve consensus on what is necessary for SDoH codes.

Missingness is a considerable issue impacting the identification and surveillance 
of social determinants of health and their impact (Torres et al. 2017). Though SDoH 
surveys are increasing in use, they are not systematically used across institutions, 
and information on SDoH is often missing. Without consistent screening, measure-
ment of the prevalence of SDoH in a given healthcare system is challenging. This 
issue is exacerbated by the fact that disadvantaged groups often have incomplete 
data as they may not have the healthcare-seeking behaviors of other groups.

Additional sources of problems with measuring SDoH are associated with choos-
ing the correct level of granularity. These data can be captured at the patient level or 
a range of community-level areas such as neighborhood, census block zip-code, etc. 
Results for the same study can vary based on the level of granularity. For instance, 
neighborhoods vary less in socio-economic status than a county. This can cause 
problems as many disadvantaged residents do not live in areas designated as disad-
vantaged by many measures. A study sampling 36,578 socially deprived patients 
from 13 states found that only 60% lived in the most deprived areas (Cottrell 
et al. 2020).

While detecting socially deprived areas is essential, identifying patients at social 
risk using area-level measures is not always appropriate. There are also several 
other issues with neighborhood-level measures. First, if a healthcare system uses 
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neighborhood-level measures for targeted intervention, it is possible that neighbor-
hood norms are not representative as those who seek care (Gottlieb et al. 2018). 
Alternatively, collecting and using patient data to inform interventions for the 
neighborhood can lead to additional issues if the patients seek within the healthcare 
system is not representative of the neighborhood’s population.

Difficulties arise when choosing the right measure as well. Choosing summary 
measures vs. multivariable indices such as the social deprivation index can influence 
results as a multivariate measure may better capture the underlying complexity 
SDoH (Kolak et al. 2020). Some characteristics like discrimination and other struc-
tural barriers to adequate care are difficult to measure. Users of SDoH measures 
must also be aware that data processing may not always be transparent, periodicity 
of data collection is not consistent across measures, definitions of SDoH domains 
vary, and cross-region or cross-country comparisons can be challenging due to dif-
ferences in collected information (Blas et al. 2016). These differences can cause 
research quality issues as some indices may be more up-to-date than others, and the 
availability of the same certain kinds of SDoH data may not be available for all 
areas studied. In addition to data collection, management, and integration issues, 
additional conceptual, ethical, and logistical challenges may prevent incorporation 
of SDoH data into clinical research and practice.

 Additional Challenges in Incorporating SDoH Data into 
Clinical Practice

 Clinician Viewpoint

Clinicians lack explicit and implicit training during undergraduate training or grad-
uate clinical experience about how to empathically obtain comprehensive social 
data (Global Forum on Innovation in Health Professional Education, Board on 
Global Health, Health and Medicine Division, National Academies of Sciences, 
Engineering, and Medicine 2020). There is a need for training on how to establish 
trust and rapport to obtain this sensitive information. Implicit bias and unexplored 
prejudices not only influence obtaining this data but also utilization of this data 
when formulating a plan of care. Once data is collected, there is an opportunity to 
document SDoH in the EHR via ICD-10-CM Z55-Z65 codes; however, Z codes are 
not consistently used properly due to missing and/or incorrect data, unfamiliarity of 
Z codes, lack of training and clarity on the documentation of patient social needs, 
and lack of prioritization to collect the codes within the Z category (American 
Hospital Association 2021). Prioritizing the education and incorporation of compre-
hensive reporting of Z codes in clinical practice will increase opportunities for inter-
pretation of SDoH of patient populations. The specific categories captured by 
Z-codes are listed in Table 19.1 below (PsychDB 2021).
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Z code Category

Z55 Problems related to education and literacy
Z56 Problems related to employment and unemployment
Z57 Occupational exposure to risk factors
Z59 Problems related to housing and economic 

circumstances
Z60 Problems related to social environment
Z62 Problems related to upbringing
Z63 Other problems related to primary support group, 

including family circumstances
Z64 Problems related to certain psychosocial circumstances
Z65 Problems related to other psychosocial circumstances

Table 19.1 ICD-10-CM 
Z-code categories related 
to social determinants 
of health

Clinicians often see patients with complex social situations as burdensome, 
requiring extra time and effort to provide the same standard of clinical care. The 
time and effort are neither reimbursed nor acknowledged. The clinician experience 
is compounded by a sense of frustration due to the inability to affect the root causes. 
The incorporation of Z code reporting and analysis may provide actionable data to 
begin addressing root causes of preventable negative health outcomes.

Once actionable data is available, clinicians need to be taught how to utilize it to 
develop optimal individualized care plans using shared decision-making and empa-
thetic counseling. Tools to aid utilization of this data in clinical decision-making are 
lacking. There is a lack of understanding of the interaction between genetic and 
environmental factors, so even if genomic and social determinants data is available 
the interaction data cannot be meaningfully interpreted. Formal incentives to reward 
clinicians making this effort are necessary.

 Patient Viewpoint

The data that is currently collected from individuals during a clinical encounter and 
recorded in the EHR lacks the details needed when formulating a comprehensive 
care plan. EHR social history structured data fields do not record all the myriad 
sources of healthcare disparities. Furthermore, self-reported data is subject to error 
and bias based on patients’ perception of the utility, need, and privacy of this data. 
It is also influenced by the patients’ ability to recall the data in the correct context. 
When seeking such data it is critical to ensure the patients understand the purpose 
and value of the data being collected. Even if the patient is willing to share the data 
sometimes the technical expertise required to do so may be beyond the abilities of 
that patient.
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 Healthcare Information Technology Aspect

A set of standardized measures and interoperable data sources that can reflect the 
neighborhood, as well as the individual and that are relevant to clinical care, is 
required. It is difficult to import data from external data sources into the patients 
health record given the lack of standardization within the healthcare information 
technology world and with the rest of the information technology world. When data 
is exchanged with public data repositories with the potential to link to individual 
patient’s data, confidentiality and security are at risk.

 Healthcare System Aspect

Some cases require interventions at the patient level while others need community 
level interventions. Information about other team members/organizations available 
to aid in the management of social issues, and when, who, and how to refer to them 
appropriately should be built within the EHR and presented at the point of care. 
Even if the data is available the tools to meaningfully use the data in organizational 
strategy by leaders and strong incentives to do so are missing. Although there may 
be a benefit in terms of healthcare costs to the society, the systems and clinicians 
bearing the cost of collecting, storing, and using this data may not reap the revenue 
benefits directly. At present healthcare organizations define their population health 
target group as the panel of patients assigned to them by insurance companies. 
These patients are from diverse communities. Defining population health catch-
ments by geographic areas and including all the residents in that area would be more 
efficient but such payor plans are not yet available.

As part of our case study, we will discuss in detail the National COVID Cohort 
Collaborative (N3C), an initiative overseen by the National Center for Advancing 
Translational Sciences (NCATS) of the NIH. The objective of the N3C is to aggre-
gate and harmonize electronic health record data across clinical organizations in the 
United States (Haendel et  al. 2020). This initiative is possible through the novel 
partnership of several organizations including the Clinical and Translational 
Sciences Awards (CTSA) program hubs (including 60 institutions), the NCATS, the 
center for Data to Health (CD2H), and the scientific community. The N3C is a novel 
initiative as it was built in response to a public health emergency on the foundation 
of established, productive research communities, and their existing research 
resources. The primary features of N3C are national collaboration and governance, 
regulatory strategies, COVID-19 cohort definitions via community-developed phe-
notypes, data harmonization across 4 CDMs, and development of a collaborative 
analytics platform to support deployment of novel algorithms of data aggregated 
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from the United States (Haendel et al. 2020). The N3C supports community-driven, 
reproducible, and transparent analyses with COVID-19 data, promoting rapid dis-
semination of results and atomic attribution and demonstrating that open science 
can be effectively implemented on EHR data at scale (Haendel et al. 2020).

The N3C is structured into separate workstreams including administrative and 
managerial efforts, namely data partnership & governance, as well as the efforts 
dedicated to definitions of inclusion criteria for the N3C COVID-19 cohort to sup-
port organizations in customized data export. Importantly, the N3C workstreams 
dedicated to specific interest areas is named Collaborative Analytics. Under this 
workstream, is the N3C SDOH Domain led by Drs. Charisse Madlock-Brown and 
Adam Wilcox. The goal of the Social Determinants of Health (SDoH) Clinical 
Domain Team is to evaluate the role of SDOH in the spread of COVID-19 specifi-
cally through the following areas of research: local policy around COVID-19, 
impact of groups experiencing resource challenges, and impact of the pandemic on 
inequalities (N3C 2021). The main activities carried out by the N3C SDOH domain 
include: (1) conducting research projects to address questions around state and 
county-level policy impact on disadvantaged groups and the impact on inequalities; 
(2) Host hackathons using the N3C |Enclave (i.e. N3C data portal) including techni-
cal training, quality control initiatives, hypothesis generation and analysis; (3) and 
to provide researcher support: Provide annotated bibliographies, opportunities to 
present related research, training on the N3C enclave, access to cleaned and trans-
formed data for SDoH and COVID-19 research, IRB protocol support, and 
collaboration.

Specific research questions the N3C aims to address include:

• What are the SDoH related to vulnerability or resilience to COVID-19 incidence 
at the county level?

• What are the SDoH related to vulnerability or resilience to COVID-19 incidence 
at the patient level?

• Do SDoH factors associated with vulnerability or resilience differ by race/
ethnicity?

• What are the environmental factors that impact COVID-19 incidence and 
outcomes?

The main barriers to carrying out these research questions include data quality 
and completeness concerns. As the N3C is an EHR based dataset, social determi-
nants of health are not routinely captured in the existing N3C that has been merged 
through the governing institutions charged with data harmonization (Hu et al. 2017). 
A paucity of regular SDOH measures in the EHR may be due to a lack of available 
collection tools and documentation of SDOH screening processes are significant 
challenges for SDoH data. In the context of the N3C data resource, data missingness 
can arise prior to or after the data enters the harmonized data source (i.e. N3C Data 
Enclave), meriting evaluation for missingness at multiple levels and data processing 
steps. Missingness is highly dependent on data integration methods and may arise 
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structurally from institutional data sharing hurdles or as artifacts from merging mul-
tiple data tables. The N3C SDOH Domain can leverage external data sources from 
studies that characterize several SDOH measures, such as ‘food deserts’ or other 
proxies for food insecurity, in certain localities. However, a major limitation to this 
approach is that data will not be nationally representative or cover all N3C catch-
ment areas. Spatial features, such as U.S. postal zip codes, provide important oppor-
tunities for linkage to integrate community- or area-level determinants (e.g. % of 
adults without a high school degree in a zip code) of each individual captured within 
the N3C shared datasource.

To carry out research projects to answer these research questions, the N3C 
SDOH domains have identified several public datasets that can be linked to existing 
individual-level data available in the N3C through area-level identifiers such as 
county, zip code or census tract. The N3C SDOH Domain continues to evaluate data 
sources for their fit-for-use in potential modeling research projects. Figure  19.2 
below summarizes data sources available to the Domain and what areas of research 
each dataset can address.

To address N3C SDOH quality concerns a number of approaches and strategies 
have been employed by the Domain team. These strategies have been outlined 
below and may inform future informatics efforts to address COVID-19 pandemic 
disparities or in the context of future public health emergencies in areas with the 
technological resources available. First, the N3C SDOH Domain has implemented 
a Data Quality Assessment Framework. To identify and address problems related to 
SDOH data quality in the N3C, the N3C SDOH Domain is taking a systematic 
approach to data quality assessment, based on a consensus, expert-driven frame-
work for data quality assessment (Kahn et  al. 2016). This framework provides 
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Fig. 19.2 External data sources have been added to N3C to facilitate analysis. Adapted from 
Phuong et al. “Examining the Dynamics in Social Determinants of Health and COVID-19 patient 
cohort research”
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guidance on assessing the quality and usability of data prior to statistical analyses. 
When data quality problems are identified, the Domain will perform additional 
assessments to determine if these deficits occur at random, or if they may result in 
potentially spurious findings. The Domain will use a combination of data integra-
tion and accepted statistical methods to address these deficits, thereby improving 
the validity of conclusions drawn from these data. As part of the framework, the 
following areas will be implemented to evaluate data quality in the N3C:

 (a) Check for completeness (e.g.: N3C Limited Dataset quality check for zip-codes 
and date-shifting)

 (b) Plausibility (data accuracy)
 (c) Conformance (adherence to standards)
 (d) Distribution checks (expected variation in data)
 (e) Granularity (sufficient level of detail)
 (f) Bias assessment (evaluate potential selection bias (Haneuse and Daniels 2016) 

and information bias)

Second, missing data is currently an issue for many COVID-19 related projects. 
For instance, attempts to characterize true mortality by race/ethnicity rates are hin-
dered by missing data. Figure 19.3 shows the percent of CDC-reported COVID-19 

Fig. 19.3 Known COVID-19 cases and deaths in the United States broken down by race and eth-
nicity. Data retrieved from: https://covid.cdc.gov/covid- data- tracker/#demographics on May 
31st, 2021
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cases and deaths broken down by racial and ethnic categories. At first glance, these 
data indicate substantial differences in mortality rates across these categories. White 
non-Hispanics, for example, appear to represent 50% of COVID-19 cases. Important 
to note, however, is the high rate of missing or Unknown race and ethnicity data: 
38% of cases did not have race and ethnicity reported. Without these data, it is dif-
ficult to know if conclusions regarding COVID-19 burden between racial and ethnic 
groups are valid. As such, efforts to assess data quality (e.g., incomplete data) and 
measurement and selection bias is of vital significance. By integrating multiple 
datasets, the N3C SDOH Domain is able to improve the validity of our statistical 
inference. For example, by linking these data to aggregate race and ethnicity data at 
the census tract level, we may be able to make inferences about the missing values, 
thereby improving our estimations of true case and death rates. Such work will 
improve our understanding of health disparities associated with COVID-19.

Third, COVID-19 testing capacity in low-resourced urban and rural settings con-
tinues to be a major point of concern (Souch and Cossman 2021). Disproportionate 
allocation of testing resources to the target populations results in geographic biases. 
To address this concern, the N3C SDOH Domain will limit counties included in 
analyses based on state-level testing availability evaluated through publicly avail-
able data.

Finally, the N3C SDOH Domain has engaged in discussions with N3C research-
ers from health systems across the US suggests that health systems have collected 
or could collect data on patient social and environmental determinants of health to 
develop a N3C Concept Map to guide data collection and harmonization across sites 
providing data to the N3C Enclave. This data is most commonly available from 
patient screening tools, or from diagnostic codes. Leveraging ongoing consortial 
efforts such as the SIREN Network (SIREN 2021) and the HL7 Gravity Project 
(HL7 International 2021), four screening tools or survey instruments were identified 
as the highest likelihood of adoption and implementation among clinical centers 
contributing to N3C: PRAPARE, AHC-Tools (Kaiser Permanente 2021), 
HealthLeads (Health Leads 2021), and WeCare. Prior studies have showcased the 
utility to understand patient population needs using PRAPARE (Cottrell et al. 2019; 
Billioux et al. 2017). Separately, prior efforts from the HL7 Gravity Project SDoH 
Connectathon have produced mappings for Food Insecurity surveys to LOINC and 
SNOMED CT standard concept representations. However, there remains significant 
challenges around concept mapping and harmonizing the provenance and semantic 
information collected in different screening tool versions and different language 
implementations.

Environmental exposures and variables (e.g., water quality, air quality, traffic 
density) are less commonly collected through standard clinical processes. However, 
clinical datasets can be enriched with environmental data by geocoding the patient’s 
address, spatially joining it with the appropriate spatial unit (block, census tract, zip 
code, county), and then extracting the relevant data from a number of publicly avail-
able environmental databases. Environmental contextual data can provide addi-
tional insights on the role of the environment as a determinant of health. Place-based, 
contextual data should be interpreted carefully, as it is subject to the ecological 
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fallacy—exposures with a spatial unit are not homogenous, and not all patients may 
be at higher risk (Gottlieb et al. 2018).

Currently, the N3C SDOH Domain has identified an initial set of SDoH features 
to map (i.e., housing insecurity, food insecurity, education barriers, employment/
occupation status, and citizenship status), where questions and answer options have 
been mapped to LOINC and SNOMED CT standard encoding. Further work is 
needed to harmonize concepts across instruments, so that databases that contain 
patient data from different instruments can be queried, stratified and analyzed using 
common concepts. Separately, the group has discussed the process of data collec-
tion and anticipated biases and data collection variability that may occur before the 
data reaches the N3C limited dataset form. Based on the experience developing 
methods to harmonize concepts, we provide a number of strategies that can be 
implemented to improve data collection efforts (Table 19.2) (Lizzio et al. 2019).

A strength of the N3C enclave is the representation across multiple regions and 
multiple systems within those regions, which can increase the generalizability of the 
findings. Section A of Fig. 19.4 displays the number of patients in each region and 
the COVID trends, which vary by region indicating the importance of having 
national representation. Section B of the figure shows the distribution across age 
and race. Importantly, Fig. 19.4 shows that N3C has a much smaller proportion of 
missing race data.

Table 19.2 Strategies to improve data collection quality

Principle Strategies

Minimize patient burden Reduce overall number of questions
Reduce overall time to completion
Avoid redundancy: Asking patients to respond to duplicate 
questions or answers that that can be easily found in the chart

Minimize provider burden Reduce time to completion
Automation of instrument
Allow for both remote and asynchronous administration
Allow for patient self-reporting
Avoid clinical delays

Maximize data collection Design user-friendly interfaces
Incorporate into existing workflows; minimize deviations from 
current practice
Align data collection with institutional mission
Incentivize screening (e.g., reimbursement)

Optimize for clinical, 
research, and quality 
reporting

Use single standardized forms for all patients and avoid custom 
questionnaires
Perform automatic calculated scoring
Leverage data standards, ontologies, and concept maps
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Age, Sex, Race, and Ethnicity Distributions of N3C Cohort
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Fig. 19.4 Summary demographic statistics of data available in the N3C as of January 2021 by (a) 
U.S. Census Geographic Regions, (b) Age, Sex, and Ethnicity Distributions of COVID-19 Lab 
Positive Testing

 Summary

Significant evidence documents the influence of social determinants of health on a 
variety of individual health outcomes and population health inequities. To improve 
access to and quality of healthcare, as well as design, implement, and evaluate mul-
tilevel interventions that promote the health and well-being of individuals, SDoH 
measures should continue to be integrated into health and medical informatics. 
However, several conceptual, methodological, and logistical issues challenge the 
improved integration of SDoH measures. Conceptually, identifying which SDoH 
measures are most relevant to specific health outcomes within communities of inter-
est remains a challenge. Methodologically, issues related to missing data, granular-
ity of available SDoH measures, and data harmonization across clinical, public 
health, and administrative datasets remain. Logistically, clinicians and health infor-
maticists may have inadequate training to fully conceptualize and operationalize the 
contributions of SDoH measures towards health outcomes. Challenges in incentiv-
izing clinicians and healthcare organizations towards monitoring and addressing 
social determinants of health within their patient catchment areas persist. However, 
the COVID-19 pandemic has increased attention to the importance of focusing on 
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social determinants of health, both within the US and globally. Through our case 
study of N3C enclave, we have provided a framework through which SDoH mea-
sures can be integrated, provided strategies to improve common issues of related to 
data quality, and detailed how a novel initiative may be able to effectively and effi-
ciently translate data into research into practice.

 Review Questions

 1. According to McLeroy and colleagues’ Social Ecological Model, all the follow-
ing are levels within the model except:

 (a) Microsystem
 (b) Community
 (c) Policy
 (d) Individual

 2. Social determinants of health data captured at various spatial levels is an issue of:

 (a) Missingness
 (b) Social Desirability
 (c) Granularity
 (d) Interoperability

 Answer Key

 1. (a) Microsystem
 2. (c) Granularity
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Chapter 20
Personal Health Informatics Services 
and the Different Types of Value they 
Create

Thomas Wetter

Abstract Personal Health Informatics (PersHI) deals with ICT supported services 
for patients and citizens to safely enhance their health status. Internet search, online 
self support groups, or vital signs sensors connected to smart phones are examples. 
PersHI can create values for the individual or for society: evidence, insight, mind 
set, and power.

Evidence applies statistics like in phase III clinical trials. PersHI services are 
tested against classical treatments for significant superiority. Although such experi-
ments do not epistemologically establish truth, they are deemed sufficient to approve 
a treatment. Examples of PersHI treaments with successful as well as failed demon-
strations of evidence are iuxtaposed.

Compared to the stereotypical approach in evidence, insight is inductive and 
methodologically wide. Typical discoveries set out from lay language posts to social 
networks where ailments or cures are mentioned next to treatments. Machine 
Learning can “dig” for associations that are strong enough to suggest effects among 
terms harvested from posts. Typical discoveries are indication extensions of medi-
cations after off label uses or posts about adverse effects. Like an evidence, an 
insight is not a true fact either but depends on data quality and selected method. 
However, insight becomes available through data manipulation alone, without extra 
human subjects experimentation.

Access to information can change the mindset in the dimensions knowledge, 
emotions, attitudes, and behaviors. Patient education is central for Internet medi-
cine and multiple effects have been shown. We see examples with effects in some 
dimension, some in isolation, some in combination with other dimensions. 
Paradoxically, we also see opposite effects in presumably coherent dimensions. 
Generally, effects tend to occur when the targeted population has a need now. 
Learning for a possible future need is not a common behavior.
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Online media can help citizens to achieve power for communities of patients suf-
fering from similar medical conditions. For rare diseases nationwide coordination 
can lead to improved standards of care. For a debiliating headache we show how 
patient advocacy achieved access to a controlled substance and why this was ethical 
although in conflict with applicable law. We also see a patient initiative that stressed 
a health care system by insisting on vast public resources for a treatment without 
evidence.

PersHI achievements are ambivalent. The credibility of test theoretic evidence 
creation vs inductive identification of associations is a matter of debate. Design of 
trials needs a close eye on the subtleties of human behaviors. The relation between 
what patients know, feel, and do is sometimes irrational. Power gained through 
mobilized online crowds can let particulate interests overwhelm the common good. 
However, regarding the shortage of health care workforce, alternatives models of 
care delivery are a necessity. PersHI is such a model that draws on patients’ active 
contribution.

Keywords Consumer health informatics · Personal health informatics · Internet  
Mobile applications · Internet-based intervention · Computer-assisted therapy  
Patient education · Health knowledge · Empowerment · Patient advocacy · Social 
determinants of health · Utility · Statistical data interpretation

 Introduction

The therapist is in, and automated to help
(New York Times International June 10, 2021, about mental health apps)

With ever expanding Information and Communication Technology (ICT) based 
health related services for lay citizens the question needs to be asked what values—
if any—such services create. Derived from the Latin word valere—to be worth—the 
first meaning of value is “the desirability or worth of a thing” (The International 
Webster’s Comprehensive Dictionary of the English Language). This is the question 
of a broad evaluation of such health related services. By emphasizing the service 
character of Personal Health Informatics (PersHI) we follow a characterization as 
“information and communication technology based methods, services, and equip-
ment that enable the lay citizen to safely play an active role in his health and preven-
tive care” (Wetter 2016, p. 5).1

In this chapter we identify qualitatively different notions of “value” that PersHI 
services can achieve and aggregate studies where the creation—or loss—of such 

1 In (Wetter 2016) this definition was used for Consumer Health Informatics, at that time the com-
mon expression for patient centered services, which is meanwhile giving way to Personal Health 
Informatics,
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values has been investigated. We consider the following four value dimensions: 
Evidence, Insight, Mindset, and Power.

Evidence in its general meaning is “that which makes evident or clear” (The 
International Webster’s Comprehensive Dictionary of the English Language). In 
biomedical research, as in this text, the term is widely used in a specialized meaning 
of demonstrating superiority or sometimes non-inferiority of a new treatment in a 
planned experiment. Superiority, and analogously non-inferiority, can be concluded 
in application of a mathematical theory of statistical testing. In this theory such a 
conclusion necessarily comes with a likelihood p to err: to call the test outcome 
positive although it is not. By convention, a p value of <0.05 “indicates that the 
study evidence was good enough to support that hypothesis (of superiority) beyond 
reasonable doubt” (Kraemer 2019, p. E1). In this sense evidence is not necessarily 
truth. It is not less but also not more than a “negotiated social order (Marks 2000, 
p.  134) to accept an error likelihood of p to regard a successful intervention as 
unsuccesful. This is the prevailing paradigm of effectivenes research. Successfulness, 
though, is not clinical importance. “(P)articulary in studies with big data … even 
trivial outcomes may have a p value of less than 0.05. “(Kraemer 2019, p. E1).

Insight is less clearly specified and more diverse. Therefore, the following 
examples may help. At a molecular level the identification of a membrane glycopro-
tein that a virus can dock to is such a discovery. At a population level we would call 
a treatment side effect coincidentially reported by many patients in health forums 
and discovered through text mining algorithms an insight.

Mindset is a combination of digital literacy, knowledge, judgmental capability, 
skills, emotions, and healthy behavioral patterns. A proper mindset in the sense of 
this definition allows a citizen to search and identify pertinent information or ser-
vices, to understand what he finds, to distinguish scientifically sound from not so 
sound information, and subsequently to live up to what he learns.

Power is the capacity to hold or change affairs to one’s will. Society wide, in 
open societies, power is distributed to different institutions, mainly legislation, 
administration, and jurisdiction. On the smallest scale of individual treatment deci-
sion power sharing between patient and physician is principally given through the 
autonomy maxim of medical ethics (Beauchamp and Childress 2013). Practically it 
has gained ground through the shared decision making (Charles et al. 1997) move-
ment. Here we rather look at the middle scale between individual patient and society 
wide. We look at interest groups that drive agendas to gain or preserve assets for 
their followers. Citizen or patient associations take aim at processes in health care 
where decisions are routinely made over their minds. Decades ago this pertained to 
access to clinical trials for HIV medications. Patient self-help groups achieved that 
patients could opt to be included in trials rather than being identified and invited by 
their physicians (Kopelman 1994). HIV was a door opener for other patient self- 
help groups such that today patients can generally request to be included in trials 
where they meet the inclusion/exclusion criteria. We look at more recent examples 
where being organized through social media is instrumental to gaining new 
opportunities.
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The values studied do not exist in isolation but overlap to some extent. The 
achievement of a value is not necessarily positive altogether. A gain of power for 
some may entail the loss of power of others. A Mindset may be fooled through con-
spiracy theories perfectly disguised in the coat of scientific evidence, insight, or 
utility.

While this four-value organization gives the chapter its shape and character, the 
following aspects that are also associated with Personal Health Informatics (PersHI) 
will play a marginal role at best. This is not a chapter about Electronic Health 
Records (EHRs) or patient-held EHRs, not about the methodology of evidence- 
based medicine, as in (Merlin et al. 2009), not about Medical Device regulation and 
safety, as in (Moshi et al. 2019). We rather look at end to end services and their 
value, where the devices and the software play a necessary but subordinate role. It 
is not about properties of scales, scores, questionnaires, repositories and other 
instruments that researchers use to acquire patient reported outcomes as in (Hensher 
et al. 2021) or (Broekhuis et al. 2019). We rather assume that researchers have used 
instruments that are meaningful to their ends and will ourselves proceed to how 
scales etc. were used to demonstrate the achievement of one of our values. This 
chapter does also not aim at promoting gender equity but rather to show the vari-
ability of study designs. If the best example known to the author to outline an 
approach to achieve a certain value is gender biased, we will mention this in the text 
but gender bias will not be a reason to not use that example.

In this chapter it will not be a reason to exclude an example because it failed. A 
lot can be learned from failures. Some success factors can best be demonstrated 
through their absence in failed projects. We will not hesitate to use such examples.

Writing this perspectives chapter mostly draws on established sources for schol-
arly writing such as pubmed (https://pubmed.ncbi.nlm.nih.gov) and the journals it 
lists and in a majority of cases offers free open access to. By “perspectives” we 
mean that, rather than mechanically retrieving and assessing all text that a system-
atic search brings forth, the author has actively searched for articles that best draw 
attention to the perspectives he wants to illustrate. Therefore, the claim that comes 
with this chapter cannot be to draw a true comprehensive picture of all there is qua 
being found through pubmed. The claim rather is to illustrate the chosen perspec-
tives and how they influence the perception of health and health care delivery. For 
this end we take the liberty to use those article that best substantiate these 
perspectives.

The following, though, demonstrates that an attempt to systematically MeSH- 
search is prone to some misconceptions and biases and does not guarantee a system-
atic account. The reasons became visible when purposefully rather than 
systematically searching for this chapter. Once articles have been found work can 
proceed as we know it from systematic or scoping reviews. Finding, though, has to 
leave the preferred routes of identifying the MeSH keyword or keywords that char-
acterize a topic and then to MeSH-search. Successful MesH search is based on two 
assumptions: That keywords exist for a chosen field and that new articles have been 
indexed. Neither is sufficiently satisfied for the fast advancing field of Personal 
Health Informatics. First initiatives began around 2000 (Kaplan and Brennan 2001). 
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The first reader (Nelson and Ball 2004) appeared in 2004, the first textbook (Wetter 
2016) in 2016. An application of the author of this chapter for a MeSH keyword in 
2012 was turned down because there was the marginally overlapping keyword 
Consumer Health Information. Not until 2018 was Consumer Health Informatics 
introduced in MeSH, at a time when the expression Consumer Health Informatics 
began to become disregarded because the word “consumer” is misleading about the 
roles and expectations of citizens in the medical arena. Therefore, to access the lit-
erature before 2018 he who searches has to invent terms that take him near, e.g. 
Internet (introduced in 1999), Mobile application (2014), Patient portal (2017), and 
most recently Internet-based intervention (2020). Which did not really help research 
for this chapter, because about 20 of all cited publications deal with Internet-based 
interventions and deserve the keyword, but 2/3 were published before 2020 and 
hence cannot have it. To summarize, creativity is required for spotting the sources 
to draw a picture like this chapter.

 Values

 Evidence

We concentrate on evidence as the demonstration that a therapeutic procedure is 
efficient. I.e. for the time being we argue within the paradigm of effectiveness 
research and disregard the critical remarks from (Kraemer 2019 and Marks 2000). 
For in order for a therapy to be FDA or respective authority outside the USA 
approved, proof of (superior) effectiveness is required and Randomized Controlled 
Trials (RCTs) together with statistical test theory are widely accepted as the deci-
sion theoretical model to establish effectiveness. This will be our reference point. 
We will look at variations on the theme of testing an experimental PersHI service 
against a standard therapy. We will outline different service designs which will 
address widely different health problems. In preparation of this text it appeared that 
among the health problems for which PersHi services are developed chronic somatic 
diseases and depression/anxiety type mental health problems are prevailing. A sys-
tematic review would, though, have to confirm that.

By design we primarily mean how and by what criteria subjects were recruited, 
what services were compared and how the comparison was organized, what primary 
and secondary outcomes were identified and how they could be recorded, knowing 
that the trustworthiness of subjects’ perceptions may play a biasing role. Outcomes 
can be of different basic types, some of which are also touched upon in other parts 
of this chapter. They can, for example, be knowledge and literacy, attitudes and 
motivations, behaviours, or cures and mitigations of health problems. Since ulti-
mately it only counts if we actually solve or reduce health problems, we mostly 
concentrate on the latter in this section: cures and mitigations. There are some 
exceptions, though. In the case of addiction including eating disorders, the changed 
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behaviour comes close to being the cure. Therefore, we include in this section some 
trials about modifying addictive behaviours.

RCTs are no longer an oddity in the field of PersHI. As indication of maturity, 
we see primary outcomes clearly identified in most publications, find almost as 
many study designs published and registered as we find accomplished trials, and 
find trials that went through early termination because of obvious futility. But we 
will start with easy standard kind of designs with successful results.

(Wahlund et al. 2021) address the problem of COVID-19 dysfunctional worries 
and achieve a “brief digital and easily scalable self-guided psychological interven-
tion (that) can significantly reduce … symptoms” (Wahlund et al. 2021, p. 1). In a 
randomized controlled design registered with ClinicalTrials.gov 670 Swedish adult 
citizens were randomized to either waiting list (WL) or the new online intervention. 
In the field of behavioural therapies WL is a standard control condition because it is 
the easiest to implement and it is realistic: Mostly therapists will not be available 
immediately for mental health problems and for patients it is a sad but normal expe-
rience that they have to wait. To be included in the study, besides some organiza-
tional facets, subjects had to have severe difficulty controlling COVID-19 worries 
and some consequences thereof, such as trouble sleeping or reduced work produc-
tivity. This was measured through the Coronavirus Health Impact Survey (CRISIS).2 
Severely depressive or suicidal citizens, according to the Montgomery Åsberg 
Depression Rating Scale Self-rated (MADRS-S), were excluded. Included patients 
in the experimental group received a specifically developed Internet based Cognitive 
Behavioral Intervention (CBI).3 It consisted of extended texts, tasks to practice, and 
the opportunity to record progress in a work sheet. To assess and compare the effect 
of the intervention the primary outcome was the General Anxiety Disorder 7-items 
scale (GAD-7) in a version adapted to COVID-19 (https://osf.io/exh47/). There 
were several secondary outcomes regarding work (Work and Socal Adjustment 
Scale WSAS), sleep, depressive symptoms, tolerance of uncertainty, satisfaction 
with the intervention etc. GAD-7 and WSAS were taken at baseline and after 1, 2 
and 3 weeks (end of the intervention) and 1 month later. At the 3-week endpoint 
there was a placebo effect, also called the Hawthorne effect in psychological experi-
mentation: The untreated control arm improved on GAD-7, as did the intervention 
arm. However, the intervention arm was significantly better (p < 0.001) than the 
control arm in an intention to treat analysis. Regarding reduction of worries the 
intervention arm achieved 40%, and the control arm 17%. The intervention arm also 

2 Throughout this section numerous scales, scores, questionnaires etc. will play a role in recording 
baseline, progress, and cure of a disease. Providing references to all these secondary references 
would appear double the length of this chapter’s bibliography without contributing to a better 
understanding of “Evidence”. Therefore, we leave secondary references away, the more so since 
all primary references in this chapter point to “Free PMC Articles” in Pubmed. Therefore, the 
reader can follow up by himself at any time.
3 The expressions Cognitive Behavioral Therapy (CBT) and Cognitive Behavioral Intervention 
(CBI) are both used for a widely applied therapy concept that sets out from helping the patient to 
understand and reflect his problem and then to equip him with solution or coping strategies.
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improved on all secondary outcomes. Effects kept improving towards the 1-month 
follow up. Especially the latter is noteworthy because often effects fade fast after the 
end of an intervention. No serious adverse events were self-reported by the partici-
pants. Altogether this is a first example of a service that has shown that it is effective 
and safe and lends itself for deployment on a wide scale to citizens with COVID-19.

Another service from Sweden (Topooco et al. 2019) that added an interactive 
chat element to an unidirectional format like the above achieved even longer lasting 
healing for adolescents with depression. The article provides a rich overview about 
the value of interactive elements. The investigation described was made known 
through social media posts and through schools and youth centers. Of 162 who 
registered, 66 females and 4 males passed the inclusion/exclusion criteria checked 
through the Beck Depression Inventory II (BDI-II) and the standardized Mini- 
International Neuropsychiatric Interview (MINI) and were randomized to the inter-
vention or to minimal control arm. The intervention consisted of eight 
Internet-delivered Cognitive Behavioral Therapy (ICBT) modules and eight indi-
vidual 45-minute interactive chat sessions with a therapist over 8 weeks. At 8 weeks 
the intervention ended and primary outcome and various secondary outcomes were 
taken. At this time also the control arm patients were offered to transfer to the inter-
vention treatment outside the trial. At 8 weeks 66 subjects responded and BDI-II 
showed significantly more improvement in the intervention arm than in the control 
arm (p  <  0.001). At 12  months 29 of the 31 intervention arm patients who had 
answered at 8  weeks completed the measure again. They still had equally low 
BDI-II values, with larger variance, though. Without exception the secondary out-
comes point in the positive direction. Scores for mood, quality of life, anxiety, social 
interaction, and self-efficacy had more improvement in the intervention than in the 
usual care arm. Two points of concern of an else very promising approach need to 
be mentioned. The distribution of males and females unintentionally is very skewed. 
A major reason certainly is the higher prevalence of depression among girls. 
Differences in help seeking behavior are also suspected such that campaigns to 
reach out to boys would have to be different. At this time, however, the investigation 
only allows conclusions about effectiveness for girls. For the second, this service 
does not scale up as easily as the former one because it requires human effort of 8 
times 45 minutes plus documentary work per patient. A cost effectiveness study 
should investigate whether the remaining human workload is low enough to warrant 
the investment into the online offering. On the other hand, a service that combines 
a systematic impersonal online instruction with an empathetic human interaction 
may be the recipe for success and also bridge between personal and online medicine.

Cost effectiveness is investigated by (Paganini et al. 2019) in the context of an 
RCT for two Internet-based pain management therapies against waiting list. Patients 
with intensive pain other than cancer pain for more than 6 months and satisfying 
some organizational criteria were randomized to one of two ACT versions, 
ACTonPainguided and ACTonPainunguided or CG (waiting list Control Group). ACT 
stands for Acceptance and Commitment Therapy, a form of CBT. Here it consisted 
of seven modules, each meant for one week, which include information, metaphors, 
assignments, and mindfulness exercises. ACTonPainguided subjects were in addition 
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contacted by human “eCoaches” weekly who provided feedback regarding the 
modules and typically spent 1.75 hours on one such activity. Statistically the inves-
tigation was powered for effectiveness. Descriptive economic analysis happened on 
top. The primary outcomes were percentage of subjects improved and quality of life 
according to the Assessment of Quality of Life 8D (AQoL-8D) instrument. While 
long-term effects at 6 months were all better for more elaborate treatments, the fol-
lowing test results, after Bonferroni correction for multiple testing, were also sig-
nificant: For percentage positive treatment effect ACTonPainguided > ACTonPainunguid

ed and ACTonPainguided > CG; for AQoL-8D ACTonPainguided > CG. This may sound 
impressive but regarding absolute numbers it is still sad news about chronic pain: 
Even with the most effective ACTonPainguided only 45% of patients reported minimal 
or more improvement on pain level. Average quality of life was 0.28 on a scale 
from 0 to 1.

Nevertheless an exciting question remains whether the winner on effectiveness, 
ACTonPainguided, is also the winner economically. After calculating the setup costs 
by treatment arm from their own expenses and figures from the software industry 
the authors have drawn on various public administration sources to collect values 
for running cost that would accumulate in 6 months. They aggregated direct medical 
(specialist visits, medication, etc.), direct non-medical (travel, domestic help, etc.) 
and indirect (mainly absenteism from work) costs. Together with setup the costs 
were 6945€ for ACTonPainguided, 6560€ for ACTonPainunguided, and 6908€ for CG. All 
these figures are mean values; standard deviations are also given and were used for 
the economic analysis. The underlying raw figures reflect the fact that the better the 
intervention, the lower the sick leave, medical treatment, and other costs are. So far 
it may nevertheless appear that all three are so close to each other that we cannot 
make a recommendation. But the farther reaching health economic question is how 
much cure we “buy” for the money we spend; in this case how much we pay per 1 
patient cured and how much for a unit4 of quality of life gained. We summarize a 
comprehensive modeling and simulation approach by (Paganini et al. 2019). From 
the gross figures the authors conclude that CG is more expensive than 
ACTonPainunguided although it achieves less, so there is no need to follow up on 
CG. ACTonPainguided consumes 45€ more than CG per additionally improved patient 
and 604€ more per improvement of quality of life by 1. Similarly, ACTonPainguided 
costs 2374 more than ACTonPainunguided per patient improved and 45,993 per quality 
of life improved by 1. In other words, for more healing we need to pay more and we 
have to ask the question of whether we are willing to pay more. Sensitivity analysis 
and stochastic simulation complement the point estimates and help to answer this 
question. Plotting simulation clouds of incremental costs (vertical axis) against 
incremental effects (patient cured or quality of life improved), with the origin of 
ordinates at zero effect and zero additional cost, ACTonPainguided—ACTonPainunguided 
has a majority of points in the first quadrant, meaning that through paying more for 

4 This is a theoretical construct: increment of 1 unit of the chosen scale. Since quality of life only 
varies between 0 and 1 an increment of one can only be achieved in the extreme case from 0 to 1.
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ACTonPainguided we achieve better numerical results. For ACTonPainguided—CG, 
however, equally many points lie in the first and last quadrant, meaning that in the 
simulations it was equally likely to achieve better or worse numerical results for a 
price paid. Finally, the breakeven point to invest into ACTonPainguided to achieve a 
better cure was about 2000€ whereas to achieve an increment of 1 of quality of life 
required more than 40,000€. The underlying sophisticated model cannot work with-
out making assumptions and all conclusions are as valid as modeling assumption 
and model structure truly map the reality of patients with pain. However, the simula-
tion results clearly show that a moderate investment will likely help with pain and 
its dysfunctional aspect but quality of life will by far not improve equally. Citizens 
seeking cure from a program such as ACTonPainguided should, therefore, not nurture 
expectations that are unrealistic according to the presented modeling approach.

Paganini et al’s paradigm was to show that a sophisticated experimental service 
achieves more medically and then to model how much more we would presumably 
have to pay for that service. We subsequently use one example to demonstrate a dif-
ferent economic perspective. The perspective is to first show that a new service it is 
non inferior to an existing one and then that it is less effort intensive, be it finance, 
workforce, or other. Of two examples, (Axelsson et al. 2020 and Maddison et al. 
2019), we skip Axelsson’s because it is about a health anxiety, as in (Wahlund et al. 
2021). (Maddison et al. 2019) investigate cardiac rehabilitation (CR), either center- 
based (CBexCR) or as individualized exercise guidance through a dedicated telere-
habilitation platform (REMOTE-CR). The study included patients with stable 
Coronary Heart Disease (CHD) identified through hospitals and outpatient units in 
Auckland and Tauranga (New Zealand). All had access to the rehab facilities of their 
health units. In a study of 12 weeks patients randomized to CBexCR received super-
vised exercise units in cardiac rehabilitation centers. Patients randomized to 
REMOTE-CR received a basic hardware—smartphone, wearable sensor—and 
access to web apps and a custom middleware. The whole package allowed concur-
rent exercise monitoring and retrospective analysis. Grounded in self-efficacy and 
self-determination theories and the Taxonomy of Behaviour and Change Techniques5 
it encouraged own goal setting, review of training data, behaviour change education 
and social support. During exercises specialists attended remotely to offer advice 
and feedback. At baseline, at the end of the intervention after 12 weeks, and after 
24 weeks various parameters were recorded through the patient’s equipment, car-
diac rehabilitation center equipment, or through approved questionnaires. The pri-
mary outcome was VO2max, an easy to measure indicator of exercise fitness and 
predictor of cardiovascular morbitiy and mortality. Metabolic parameters included 
blood lipids, glucose, and anthropometric values. Other parameters included self- 
efficacy, confidence, exercise adherence, quality of life, but also adverse events or 
subjectively experienced deterioration of health state. The recordings at the three 
checkpoints were taken by exercise physiologists who were blinded for the therapy 
arm of the patient. 82 (REMOTE-CR) and 80 (CBexCR) patients of mean ages 61 

5 For a basic treatment of self efficacy cf. (Bandura 1977)
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and 61.5 years started. 69 and 70 were male. Cost data were captured by analyzing 
patient pathways and staff pathway and identifying costs along the way. For utiliz-
sation of health care resources and medications data from the respective ministery 
were used. The assumptions were made that software was in a steady state and only 
costs maintenance and that no discounting was necessary for the short period of 
24 weeks. Evaluation of the medical and behavioral value confirmed REMOTE-CR 
as a promising service. In a strict non-inferiority design the primary outcome 
VO2max was not different between the two arms. At 12 weeks most parameters 
were in favor or REMOTE-CR or neutral, at 24 weeks all were in favor. Cost data 
lump sums for REMOTE-CR and CBexCR were 4920 vs 9535 New Zealand 
Dollars. To summarize (Maddison et al. 2019) provides a methodologically straight 
argument for a cardiac rehab service that can safely be managed through the dis-
tance and save about half the cost compared to the standard service. For the most 
part information and communication technology enable the patient to plan and 
monitor his effort and progress. Exercise physiologists secure the training sessions 
which one can do in parallel for several patients. The only downside is the over-
whelming number of male subjects. This may reflect the proportions of citizens 
with CHD in the population but at this stage recommendations cannot be made for 
females.

(Bennell et al. 2020) also present an exercise program against a somatic disease. 
Knee osteoarthritis is a chronic disease that does not have a cure by itself and 
through its inclination for a sedentary life often entails other orthopedic, metabolic, 
and mental diseases. Motivating patients to exercise may prevent or delay the sec-
ondary ailments. Patients who had undergone a 12 week physiotherapist-supervised 
exercise program were encouraged to keep exercising and were randomized to 
either receiving regular motivating SMS (n = 56) or to untreated control (n = 54). 
After 24 more weeks various instruments were presented: self-reported home exer-
cise adherence by Exercise Adherence Rating Scale (EARS) and number of days 
exercised in the past week as primary outcomes, plus many more about knee pain, 
physical function, quality of life, some about motivation, and some about anxieties 
regarding pain. The experimental group was significantly superior in the two pri-
mary outcomes but showed no effect in the secondary outcomes. Ironically this 
appears like a successful experiment with no effect. Designated primary outcomes 
improved but what makes up life: pain, function, quality of life, … did not improve. 
There may be different explanations. For one, exercise might not really be good 
with knee osteoarthritis. This is unlikely, in light of several prior investigations. A 
more speculative explanation is the subject expectancy effect (Wetter 2016, p. 299 
ff). It is known from psychological research and is also called demand characteris-
tics. Subjects may unconsciously be stimulated to overreport what fulfills the 
express expectations of the experiment while truthfully reporting other observa-
tions. This explanation is speculative but supported through the following observa-
tion. The major longitudinal active agent of the intervention were SMSs focused 
and personalized on exercise behavior and attitude. It is exactly those variables 
where subjects reported improvement, while no improvement was reported for the 
variables pain, physical function, quality of life, anxieties … which were not 
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mentioned in the SMS, so lacking a stimulus to expect and to report changes. If this 
explanation is right (Bennell et al. 2020) seems to prove a positive adherence but 
actually it may as well show that answering behaviours can be manipulated through 
persistent SMS series of selective content.

We conclude “Evidence” with four noteworthy achievements and three subopti-
mal outcomes of investigations. The following are the noteworthy ones. (Bonnevie 
et al. 2020) show that most recent behavioral patterns in social media can be used to 
achieve health outcomes. (Kim and Utz 2019) overproportionally reach underserved 
population, (Corbett et al. 2015) reach a truly large sample with their intervention, 
and (Denis et al. 2019) save lives. We only mention (Bonnevie et al. 2020) here and 
deliver the details in section “Mindset” because the structure of the investigation is 
a literacy aware comparison between an experimental and a control arm on a large 
regional scale.

Attention to subjects’ health literacy is also a distinguishing aspect in (Kim and 
Utz 2019)‘s work to give diabetics better control of their condition. In an RCT they 
compared two health literacy sensitive intervention arms with control group and 
formed two strata by health literacy of subjects, so compared three times two arms. 
As literacy sensitive part patients outside the control group received an initial face- 
to- face education, easy-to-read material and the opportunity for action planning 
through either social media or phone calls, depending on which arm they were in. 
At baseline low literacy arm subjects’ diabetes management was far inferior to high 
literacy subjects’. However, after 9 weeks the low literacy starters in the phone call 
arm had caught up with all high literacy starters. The intervention “was effective at 
mitigating the disadvantages faced by people with low literacy” (Kim and Utz 2019, 
p. 661), at the effort, though, of regular in-person synchronous contacts.

(Corbett et al. 2015) target age dependent cognitive decay. In an RCT with 6742 
subjects older than 50  years they compared two fully automated interventions, 
General Cognitive Training (CT) and Reasoning Training (RT), to an untreated con-
trol group. The primary outcome was the IADL score—Instrumental Activities of 
Daily Living—among the subsample of subjects older than 60. This was purpose-
fully selected because activities of daily living are pivotal to being able to live an 
independent life and the older subpopulatation is at higher risk at losing this capac-
ity. In both, General and Reasoning Training, subjects improved significantly. Many 
other measures of cognitive function showed improvements. Since the “scale of 
benefit is comparable with in-person training (it indicates) potential as a public 
health intervention” (Corbett et al. 2015, p. 990).

In a multicenter RCT (Denis et al. 2019) demonstrated the lifesaving effects of 
giving patients after lung cancer treatment a permanently open web-based symptom 
monitoring form, for the patients to use whenever they felt a reason. This was com-
pared to fixed schedule imaging follow-up (3 to 6 months laps times). Based on a 
sample of 121 patients the mean survival times estimated through Kaplan-Meier 
statistics were 19 months with the permanently open vs 12 months with the fixed 
schedule scheme. As a true highlight of Personal Health Informatics we see here 
that active attentive patients equipped with the right tool and service can achieve a 
lot for themselves.
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Where there is light there is shadow. In the following we will try to learn from 
failed examples and what were the reasons for the failures. The failures are associ-
ated with high numbers of drop-outs, inappropriate statistical designs, and early 
termination of a trial after futile results of an intermediate evaluation.

(Walthouwer et  al. 2015) attack the metabolic syndrome, one of the most 
addressed medical problems for which Personal Health Informatics services have 
been devised, see e.g. (Wetter 2016 Chap. 9). In industrialized countries and emerg-
ing markets overeating and lack of physical exercise pave the way for a diabetes 
pandemic. Many therapeutic concepts and technical and organizational implemen-
tations of weight control and reduction programs have been launched. In the present 
investigation two forms of intervention have been compared with untreated control. 
The interventions were 6 units of 15 minutes each, presented as videos in one or as 
material to read in the second arm. At a 6 month follow up 1015 of 1419 included 
subjects responded and provided data about their knowledge of diabetes control but 
also body mass index (BMI) and amount and type of energy uptake. Compared to 
control the video arm improved on all major variables and the material to read arm 
improved on energy uptake. Multiple imputation was applied to compensate for the 
drop-outs but its validity is questionable when almost one third of the values have to 
be invented. The drop-outs may also be a different less involved crowd for which 
those who stayed were not representative. Or, as (Lau et al. 2015, p. 9) comment in 
the discussion of an asthma intervention with an even more dramatic drop out rate: 
“Consumers must perceive the need … and must assign priority”. This was appar-
ently the case in (Denis et al. 2019, p. 3)’ lung cancer intervention: “(n)o patients 
were lost to follow-up” while (Walthouwer et al. 2015)‘s subjects did not feel an 
urgent need.

(Dear et al. 2015) address patients with generalized anxiety and comorbid disor-
ders. In the investigation presented they tested two therapy concepts—Disorder 
Specific (DS) and Transdiagnostic (TD)—in the two settings Clinician Guided (CG) 
and Self Guided (SG). Patients were randomized to one of four combinations of 
concepts and settings. Therapy effects were studied for Generalized Anxiety 
Disorder (GAD), Major Depression Disorder (MDD), Social Anxiety Disorder 
(SAD), and Panic Disorder (PD). Many comparisons can be made. We look at CG 
vs SG because if Self Guided is not inferior, its automated scalable setting can take 
load off from human offered services. The developments of severity during the time 
span of the intervention (8 weeks, with 5 lessons to be studied) and up to 2 years 
were compared, among others, between CG and SG. No essential differences were 
found, just a somewhat different temporal development of severity among the MDD 
patients. The data look as if for all four diagnoses Clinician and Self Guided settings 
are equality good. Not more than “look as if” because the statistical design was to 
establish superiority of self guided, which failed. So equal effectiveness remains an 
impression, falling short of a statistically sound conclusion. It would have required 
a non-inferiority design as in (Maddison et al. 2019) to show equal effectiveness.

By contrast, (Heller et al. 2020) had a sound research design to test a guided 
Internet intervention for expecting mothers with moderate to severe signs of 
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depression against care as usual. The intervention, MamaKits online, is a 5 week 
program that trains problem solving skills (PST). Starting before the 30th week of 
pregnancy women could enroll, had baseline assessments (T0, before randomiza-
tion) in form of approved self fill questionnaires including Epidemiological Studies 
Depression Scale (CES-D) and Hospital Anxiety and Depression Scale—Anxiety 
subscale (HADS-A), and irrespective of treatment arm, additional assessments after 
the duration of the treatment (T1), at 36 weeks of pregnancy (T2) and 6 weeks post 
partum (T3). There were three primary outcomes: reduction of severity as of CES-D 
and HADS-A and child outcome, by gestational week, birth weight and need for 
emergency Cesarean. Based on sample size calculations, which included an attrition 
rate of 30%, 291 participants were targeted, to be included within 1 year.

Nothing of this worked as planned. After 3 years 159 women had been added to 
the study. Of these, 60% of the control and 43% (34/79) of the intervention arm 
were still available for T3. This is in accordance with only 37 women completing all 
five modules of PST, down to 9 who did not even complete one. No wonder that the 
situation after 3 years was not impressive. Within therapy arm and between Ts vari-
ances were high. In an intention to treat analysis no difference between control and 
intervention was significant. Only in the per protocol analysis, in disregard of the 
drop outs, some results suggested to be significant.

Regarding its original purpose that investigation cannot but be called a failure. 
But from a broader perspective it demonstrates the maturity of Personal Health 
Informatics as a sub discipline of therapy science. For the whole records of the 
investigation were not relegated to oblivion. Rather did the researchers seek approval 
for an interim analysis which was approved by the Medical Ethics Committee of the 
hosting academic institution. This led to the conclusion to terminate early based on 
futility of the available results. This process with its conclusion was submitted for 
scholarly publishing and was accepted by Journal of Medical Internet Research. 
The whole approach is fully documented such that future researchers in the field can 
study and try to learn lessons. They will know that enrollment and the risk of attri-
tion will need special attention.

 Insight

As opposed to Evidence, Insight applies inductive methodology. It proceeds from 
examples or instances to propositions. In radical inductionism instances may come 
to mind spontaneously, like some biological species seen in a place where it had not 
lived before or a so far unseen anatomic anomaly. Most insights of farther ranging 
value, though, do not come to mind spontaneously but need specific instrumentation 
and procedures.

Needless to say that in Medical Informatics and specifically in PersHI, instru-
mentation and procedures are data collection, storage, and algorithmic manipula-
tion methods. Data in our case can be sensor data collected about him from the 
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citizen’s body or environment. In this case the citizen is the entity from which the 
collected data emerge but he does not actively contribute to their creation. Citizens 
may also be involved as “coders” of data. They read and upload values from mea-
suring devices. This, however, does not differ fundamentally and will subsequently 
not be distinguished from data automatically uploaded from sensors, because the 
citizen only contributes mechanically, not qualitatively. He does contribute qualita-
tively when he subjectively evaluates his corporal, mental, emotional, nutritional, or 
other state and respective (new) observations and problems and shares them with 
providers or in general online media. From the patient’s situation and perspective 
such sharing may equally well be hedonistic or altruistic: Wishing to showcase 
one’s health and health problems or wishing to help others with similar problems. 
New insights may emerge from hedonistic and from altruistic activities. Whether a 
statement is meant to boast or to help may influence the veracity which researchers 
in this field should have on their minds.

Subsequently we will concentrate on data collected and stored as posts to social 
media. We will assume that they have been collected legally and their use for 
research purposes has in some way been approved. Examples worth studying go 
more than 10 years back.

In the early days of patientslikeme ®6when the platform had eleven condition 
related communities with 82,000 members altogether—it now has more than 2800 
conditions and in the five communities analyzed here alone 250,000 members—
(Frost et al. 2011) discovered a majority usage of neuroleptic drugs for other than 
their approved indications. For this purpose they found 1948 patient volunteered 
histories with modafinil mentions and 1394 with amitriptyline. While modafinil 
officially targets narkolepsie and amitriptyline targets depression, only 1% and 9% 
of the posts mentioned usage for these approved of conditions. Furthermore, off 
label users of amitriptyline were more satisfied than the regular users. Some users 
showed amazing creativity: While dry mouth is listed as adverse effect of using 
amitriptyline for depression, patients with amyotrophic lateral sclerosis reported 
successful use to control their symptom of excess saliva.

A more recent study (Nikfarjam et al. 2019b) reports similar insights from off 
label use of cancer medications found in www.inspire.com, a patient support plat-
form that focuses on cancer, rare diseases and chronic conditions. Of 279 disease- 
drug co-occurences found in posts from 14 active support groups 96 were FDA 
approved, 9 were known off label uses and the majority of 174 were not known from 
a claims data base that was used to cross check. These 174 instances of disease-drug 
co-occurences found in posts concentrated on the following four disease-drug pairs: 
Temodar ™7/temozolomide, which is approved for brain tumors now showing for 
skin cancer; carboplatin discovered for prostate cancer, avastin ®8 for breast cancer 
and paclitaxel for colorectal cancer. The relative novelty of temodar for skin cancer 

6 patientslikeme is a registered trademark of patientslikeme Inc.
7 Temodar is a trademark of Merck Sharp & Dohme Corp
8 Avastin is a registered trademark of Genentech, Inc.
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can also be seen from the number of PubMed listed publications (on May 14, 2021): 
For skin cancer there are four, non of which is a clinical trial. By contrast, for brain 
tumors we find 299 articles, including 35 clinical trials. The authors mention two 
possible reasons for trying off label treatments. One is that physicians develop a 
deep understanding of drug targets and mutations that patients have and lets them 
conclude that a drug may be effective. The second and concerning reason is that 
“complexities of insurance coverage may lead to selection of off label alternatives” 
(Nikfarjam et al. 2019b, p. 304).

At about the same time as off label uses of modafinil and amitriptyline were 
discovered by (Frost et al. 2011) a study with breast cancer patients (Benton et al. 
2011) pioneered the discovery of adverse drug reactions from social media. 
Respective self help platforms had already collected more than a million posts. The 
most active of eight platforms included in the investigation were breastcancer.org 
(70%), komen.org (16.5%) and csn.cancer.org (9.2%). Through sophisticated tech-
niques of Natural Language Processing (NLP) and Medical Terminology mapping 
free texts were transformed into anonymized tokenized data sets that could be 
searched for cancer treatment regimes and adverse treatment effect encounters. 
Many posts were about adverse effects that were already listed in the medication 
labels or were about fear of rather than encounter of adverse effects. But some so far 
unknown adverse effects that patient actually suffered of, were discovered, includ-
ing vaginal dryness with exemestane and letrozole, and as serious ones as high 
cholesterol with exemestane and fibromyalgia with anastrozole ®.9 (Nikfarjam 
et al. 2019a) also contributed to this type of insight. With the same resource as above 
(www.inspire.com, cf. (Nikfarjam et al. 2019b)), they found mostly skin related and 
some other so far unknown adverse effects of two chemotherapy classes, erlotinib, 
and nivolumab resp. pembrozulizumab.

A very severe type of adverse drug reactions was addressed by (Golder et al. 
2019): From Twitter ®10 they identified mothers whose posts according to some 
preprosessing and human annotation could be classified as ‘birth defect yes, 
unclear, or no’. Two groups were formed, one with ‘yes’ and one with ‘no’ and in 
these groups mentions of medications were sought. The list of the medications and 
their risk levels was taken from (www.tga.gov.au/prescribing- medicines- 
pregnancy- database). Besides presumed birth defects some suspected biographic 
factors for excess risk of birth defects were also recorded and tested in a multivari-
ate logistic regression model. Among all factors associated with birth defects med-
ication use stood out at an odds ration of 2.34 (1.24–4.44, p = 0.004). To summarize, 
the study creates real life data about impact of medications on fetuses. Such data 
could by no means be achieved from planned experiments for obvious ethical 
reasons.

A recent mini review of different pharmacovigilance methods and resources 
(Lavertu et  al. 2021) puts such efforts into context. Published in Clinical 

9 Anastrozole is a registered trademark of AstraZeneca UK Limited
10 Twitter is a registered trademark of Twitter, Inc.
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Pharmacology and Therapeutics the review describes existing vigilance methods 
and resources such as Sentinel, PCORI, OHDSI and lists limitations such as insuf-
ficient capture of meaningful outcome measures and fragmentation across providers 
and focus. By contrast, social media profiles by and large are longitudinal, personal 
accounts of real life actions taken and experiences made by citizens. They have their 
own challenges: technical ones such as to transform lay plain language into medical 
terms and legal/ethical ones such as to protect privacy and to deal with withdrawn 
posts after they have been used in an analysis. “Ultimately, the combination of vari-
ous data sources and expertise will result in safer and more effective pharmacovigi-
lance …” (Lavertu et al. 2021, p. 1201).

Patient reported data not only reveal effects of medications, be they desired or 
adverse. In a new investigation (Oyebode et al. 2021) use a random selection from 
47 million posts to Twitter, Facebook ®,11 and YouTube to probe for sentiments that 
users of these platforms developed in response to the COVID-19 pandemic. The 
authors first cleansed the corpus. Among others they removed all web syntax expres-
sions (hashtags, URLs, etc.) and special characters and converted online slang to 
English. Then they extracted key phrases which were matched against tokens in a 
lexicon that specializes on sentiment assignment (https://www.aaai.org/ocs/index.
php/ICWSM/ICWSM14/paper/viewPaper/8109). Key phrases labeled as represent-
ing a positive or a negative sentiment were aggregated into categories or broader 
themes. 34 negative themes emerged of which 15 could be associated with the pan-
demic, including health related ones such as struggling health system, psychosocial 
ones such as frustration due to life disruption, or social ones such as domestic vio-
lence (Oyebode et al. 2021 p. 8). Positive themes were also found, fewer though, but 
encouraging as a diagnostic of population mental and social health: public aware-
ness, spiritual support. Insights of both, positive and negative sentiments may help 
local health authorities to configure and deploy support programs and structures that 
meet the true physical and emotional needs and to make use of healing factors such 
as family connection and spiritual support.

Insights presented here draw on seeing the medical needle in the haystack of 
human texting in all its variations and messiness. It starts with misspelled pharma-
ceuticals, lay names for diseases or treatments, indications for affirmative vs nega-
tive, potential vs factual etc.. In the success case it ends with high fidelity 
classification of posts under categories studied. This requires large volumes of raw 
data, ethical consent to use them, large dictionaries and terminologies to compare 
against, and sophisticated algorithms to demonstrate the insights. The price is high 
but if the reward is new medical knowledge without need of experimentation with 
human subjects it should be worth the price.

11 The registered trademark Facebook is owned by Facebook Inc.
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 Mindset

Mindset is in the first place understood as acquiring knowledge and skills, modify-
ing attitudes and emotions that may induce behavior changes. Assistance in devel-
oping the mindset comes through ICT, mainly health apps and web sites, but also 
YouTube, Twitter, and other social media. The aspects of Mindset cannot be seen in 
isolation. Aquired knowledge can unleash other changes of the mindset. He who 
commands more knowledge may understand better what happens in him, around 
him, and to him. Concretely, as a patient he may better understand symptoms, how 
his environment reacts and what effects therapies are supposed to have. What was 
opaque and by that token terrifying becomes transparent and emotions such as anxi-
ety may fade. Second, knowledge may also help to consciously develop attitudes 
towards medical institutions or procedures. All three, knowledge, emotions, and 
attitudes are drivers of behaviours which we will also study in this section. 
Ultimately the purpose of education in the field of biomedicine is healthy behaviors 
that lead to better healths outcomes. Outcome was mostly treated in section 
“Evidence”, although there is considerable overlap.

Richards et al. (1998) already speculated about the “future role of the Internet in 
patient education”. Written while the transition from static to animated and interac-
tive contents was ongoing the authors imagined how this might help in future teach-
ing, health assessment and decision support and that legislation and regulation were 
due. Meanwhile contents has far advanced but legislation and regulation faces ever 
new challenges.

Since Richards hundreds of articles have been written about using the Internet 
and mobile devices for health education. A clear majority addresses the following 
problems: How can we ascertain the correctness of published contents, be it as 
authors or in the role of a reviewer? And how can we present the material in such a 
way that our clients can comprehend and draw the right conclusions for themselves? 
The latter comes in different flavors: reading level classification of published mate-
rial, health literacy/numeracy tests of the readers, variants for easier reading, anima-
tions etc.. We will not go deeper into these variations. We will rather take health 
related material as is, as it has been used in investigations that we study and will 
look closer at the questions, if, how, to what extent etc. the material has achieved 
Mindset changes, but also sometimes why not.

 Knowledge

We will use five investigations to outline the impact of online material on knowl-
edge. One of them, (Fraval et al. 2015), will appear again in its capacity to reduce 
anxiety. A key asset of this investigation is the patient’s informed consent for sur-
gery. To prepare the patient better the authors of the publication developed a web 
site http://www.orthoanswer.org/ (last viewed May 18, 2020). In a two arm RCT 
with 211 patients (42 were excluded due to insufficient reading skills) they 
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compared standard conversation between patient and surgeon to standard conversa-
tion plus web site access. Besides satisfaction and anxiety, knowledge was the 
major outcome. It was measured through the Deaconess Informed Consent compre-
hension test, a validated questionnaire for knowledge of informed consent that was 
adapted to the orthopedic procedures. Correctness in the experimental arm was sig-
nificantly higher: 69.25% vs 47.38% (p  <  0.01); patients acquired significantly 
more knowledge.

Beerthuizen et  al. (2020) investigate the effect of a sophisticated tailored self 
management support module to manage asthma. At the end of a 12 week high alti-
tude treatment all patients received the standard discharge information. Patients in 
the experimental arm of the RCT additionally received PatientCoach, i.e. access to 
a whole set of tools. These included educational material such as understanding of 
asthma pathology, the purpose of their medications, the environmental influences, 
indicators for worsening breathing, and warning signs when to seek medical help, 
but also various bookkeeping, consumer electronics sensory, and self assessment 
instruments. These were tailored to the individual patient’s severity and circum-
stances. At that time two major forms of asthma were known. For the study they 
were distinguished using the Asthma Control Questionnaire: controlled asthma 
with ACQ6 < 1.5. at therapy baseline, else uncontrolled. Patients were prompted to 
fill diverse questionnaires, including the ACQ6, at baseline and again at 3, 6, 9 and 
12 months. With 91 missing of the due 310 questionnaires from 62 included patients 
a sophisticated data imputing regime was applied. Apart from this caveat about the 
quality of the data we see significantly better control knowledge in the PatientCoach 
arm throughout the follow up checkpoints. ACQ6 levels did gradually worsen over 
time in all subgroups. However, in the harder to treat uncontrolled asthma condition 
the control knowledge declined more slowly than in the controlled asthma condition 
which the authors characterize as “important and clinically relevant improvement”. 
One might add that where the urge to control is clearly felt the motivation is there to 
preserve and apply the control knowledge.

The need may not be so clear in the following counterexample where 
Breastfeed4Ghana and @breastfeed4GH were rolled out through Facebook and 
Twitter to increase breastfeeding knowledge (Harding et al. 2020). 60 graphics with 
educational messages were created to convey basic knowledge and knowledge 
about breastfeeding in public and in the workplace. After an inaugural event with 
highranking officers the service was advertised within Facebook and Twitter plus 
through Whatsapp for 2 weeks and then the messages were deployed to registered 
citizens at a rate of three messages per day. Between week 15 and 22 the most vis-
ited messages were re-disseminated now also using influencers and paid ads. To 
note the performance of the campaign typical indicators such as likes, followers, 
etc. were recorded and clearly showed a substantial number of followers: 4096 in 
Facebook ® and 736 in Twitter. Surveys about the effect of the campaign were then 
filled by 451 subjects, about half of whom reported having been exposed to the 
campaign. Amazingly, 61% of the exposed could no longer remember what the 
campaign was about. Anyway, their knowledge was compared to the knowledge of 
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non exposed subjects. A quiz with 7 questions, 4 multiple choice and 3 yes/no, was 
presented and correctness of answers was compared, with no significant difference 
between exposed and non exposed. Different, though, were the knowledge levels of 
those with child vs no child. A success factor that is prevailing among parents but 
only randomly present in the sample taken for the study is the pre-existing interest 
in the topic. Knowledge is gathered when there is a need; it is not taken on stock. 
Campaigns may go void when the target audiences do not see an actual purpose for 
the contents conveyed.

The next study demonstrates that knowledge can be conveyed and at the same 
time anxiety can be reduced. (Attai et al. 2015) report results from the Twitter sup-
port community #BCSM—Breast Cancer Social Media—where cancer patients can 
exchange knowledge and advice. In a very open Patient Reported Outcome Measure 
(PROM) setting the researchers asked 206 users of #BCSM, 191 of whom female, 
whether they believe that their knowlegde increased in different subdomains. Clear 
majorities affirmed to have gained general knowledge (80.9%), survivorship 
(85.7%), metastatic breast cancer (79,4%) and several more. Participants were also 
prompted about anxiety. Of 42 who reported “high” or “extreme” anxiety upfront, 
29 reported “low” or “no” after membership in #BCSM; conversely, no participant 
moved the other way round. Since these were patient reported outcomes without 
any control, it cannot be excluded that some of the positive developments camou-
flage a subject expectancy effect (Wetter 2016, p. 299 ff); overreporting of results 
that presumably satisfy the researchers. But all percentages are so large that pre-
sumably there are true effects and emotion related effects go in line with knowledge 
related effects.

We now look an investigation from UK where anxiety stands in a complex rela-
tion to knowledge and sources of knowledge. Among the patients who receive sec-
ondary or tertiary care for Inflammatory Bowel Disease (IBD) through a hospital in 
Leeds a sample of 774 had already contributed to an earlier investigation. (Selinger 
et al. 2017) now invited them to reply about their disease state and various circum-
stances, including their resources to collect medical information and about their 
health related anxiety. Although this was not a truly old population official paper 
brochures still played the second largest role (used by 59,9%), after personal con-
tacts with the hospital team (82,3%) and followed by official websites (53,5%). By 
contrast, alternative health websites were only used by 9%. Higher knowledge about 
the disease was among others significantly associated with level of formal educa-
tion, membership with Crohn’s and Colitis UK membership, and frequent use of 
official web sites. To the contrary frequent use of alternative health websites (home-
opathy, nutritionist) and random web sites was significantly associated with higher 
anxiety. This is certainly hard to interpret. The authors concede that they cannot 
draw any conclusions on causality. The latter resources may spread information that 
induces anxiety but equally well may more anxious patients more likely be inclined 
to seek random sources. Whatsoever the reasons are, uncontrolled web sites deserve 
attention as to their effect on patient mindsets.
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 Attitude and Emotion

Our next direction of mindset is attitude and emotion. While emotions such as 
anxiety develop internally in response to external or internal stimuli an attitude 
rather is an outgoing positioning towards states or actions. One can be internally 
afraid of a vaccination in an emotional sense or have an attitude against vaccinations 
derived from knowledge or from following influencers etc. which makes one take—
or avoid—actions.

The topic of vaccination is viral for the discussion about attitudes. We analyze 
dynamics of two pro vaccination and one anti vaccination campaign. The two pro 
campaigns were published in (Daley et al. 2018 and Bonnevie et al. 2020). Daley 
targets parents about childhood vaccinations, Bonnevie underserved adult commu-
nities about seasonal flu vaccinations. Daley used a conventional approach with two 
variants of a self developed dedicated web site while Bonnevie allowed herself the 
liberty to communicate her message to micro influencers and engaged them to give 
them the look and feel of their services.

In detail, Daley created three arms for an RCT: website with vaccine information 
plus social media components (VSM), website with vaccine information (VI), or 
usual care. 1093 expecting parents were recruited of whom 945 completed vaccine 
attitude surveys at enrollment (baseline), 3 to 5 and 12 to 15 months after birth 
(Timepoints 1 and 2). Among parents who were vaccine hesitant at baseline atti-
tudes towards vaccination and its benefits improved significantly and almost equally 
at Timepoint 1 and improved more at Timepoint 2 with VSM showing the strongest 
increase. Participant who were already vaccination positive showed no change in 
attitude.

In detail, Bonnevie selected micro influencers with regional reach in a region 
where Kaiser Permanente had a large number of African American and Hispanic 
members. Results here were compared with results in a region that was not typically 
reached by the hired micro influencers and had similar proportions of African 
American and Hispanic citizens. Influencers were carefully selected to avoid engag-
ing anti vaxers. Their followers were analyzed as to the proportion of African 
Americans and Hispanics. Selected influencers were instructed to let their messages 
be in accordance with the contents and aims of the campaign but were encouraged 
to give the posts their look and feel. Altogether 117 influencers where engaged most 
of whose post were on parenting (31%) or travel (10%), fashion or wellbeing, so a 
typical microcosmos, and 77,7% were female. Engagements such as likes or shares 
for posts happened both in English (49,471) and in Spanish (20,242). Representative 
samples from both regions were taken at baseline i.e. before the beginning of the 
2018-19 flu seasons and after the season through a commercial opinion poll com-
pany. Various demographics were asked essentially demonstrating that the target 
populations were well matched. More than 50% of respondents were between 18 
and 35, certainly an age cohort for whom subscribing to influencers is more typical 
than for retirement age.

Bonnevie’s various results stand out in two aspects that may appear contradic-
tory upfront. Experimental group i.e. in the targeted region versus control group i.e. 
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in a different region, asked at baseline and again after the campaign, voiced similar 
vaccination behavior percentages: “normally get vaccinated” (>50%), “some years” 
(25%), or “never” (~20%). Apparently there was no effect on actual behavior. By 
contrast “several measurements of specific knowledge and positive attitudes towards 
the flu vaccine were statistically significantly higher at follow up than at baseline” 
(Bonnevie et al. 2020, p. 7) in the exposed population. Significantly more subjects 
after the end of the season agreed that it is never too late for the vaccination, dis-
agreed that healthy people do not need it, believed that government monitors safety, 
doubt that the vaccine is worse than the flu. Altogether, to affirm attitudes it proved 
successful to rely on the networks of trust between influencers and their followers 
and to conceal the top down character of the campaign but rather let it appear as 
bottom up. Whether this is ethical is a question in its own right. This notwithstand-
ing the campaign effect is a cognitive underpinning for a basically positive attitude 
which may help to resist when tempted through challenging negative anti 
vaxer views.

Such cognitive intellectual reinforcement may be very necessary, because it can 
as well go the other way round, in the small and in the large. (Bradshaw et al. 2020) 
describe the sophistication and assertiveness of one anti vaccination campaign 
while (Wilson and Wiysonge 2020) analyze on a wide international level the use of 
social media to organize action and the level of negatively oriented discourse about 
vaccination.

Bradshaw’s topic is “Vaccines Revealed” (https://www.vaccinesrevealed.com/
about_us/), an outspoken anti vaccination URL and at the time of the investigation 
also the largest closed Facebook group on vaccination. It offers a documentary 
series to promote childhood vaccination exemptions and by that token is at odds 
with American Academy of Pediatrics guidelines. “Vaccines Revealed” impresses 
through three parents of vaccine injured children and a full slate of experts who in 
their entirety can apparently not be wrong. The MDs among the experts are notori-
ous for their natural medicine preference for every condition. And there is a vaccine 
injury attorney and a CDC senior scientist. The ethics that drives the whole argu-
ment is a premise that is faulty upfront, howerver, in a way that lay citizens and even 
some scientists have hard times not to be fooled: “When it comes to vaccine risk, the 
only debate is the degree of risk that vaccines pose.” This premise rightly para-
phrases the medical ethics maxime “noli nocere”—above all prevent harm and then 
elaborates and substantiates through the witnesses and their rank and biography that 
vaccinations can cause harm—harm caused through action. Harm can, however, 
also be caused through non-action or omission. Not vaccinating a child may lethally 
harm the child when it contrives the disease and harm other citizens because he 
transmits the disease. Rationally, for all approved vaccines the risk of the action of 
vaccinating is by orders of magnitude lower than the risk of the omission, of refus-
ing the vaccination. Emotionally, however, the risk of harming through action 
weighs by far higher than the risk through omission. This is over-expressed in the 
situation of childhood—minor—vaccinations where some parents are paralyzed 
through the fear to harm their loved ones through the “shot” (sic) while they dis-
avow the risk of infection.
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Bradshaw et al. (2020) have not investigated whether “Vaccines Revealed” actu-
ally caused vaccination exempts or refusals. Such is the aim of (Wilson and 
Wiysonge 2020). In contrast to Bradshaw, they investigate vaccinations in general, 
in disregard of the COVID-19 pandemic. Therefore, they are lacking some of the 
emotional and political aspects of making a decision as a legal guardian of a minor. 
Discussing their methods would go beyond the scope of this chapter. So we sum-
marize their achievements from analyzing geocoded tweets world wide, opinion 
polls from 137 countries and WHO vaccination coverage data from 166 countries. 
In countries where Twitter is used intensely and by many to get organized, the 
belief that vaccines are unsafe is spread wide. Even more so, if misinformation 
spills across country borders vaccination coverage further declines in the inundated 
country. We have, therefore, to be aware that foreign social media intrusion does 
not only target elections or trade secrets but also public health in the affected 
countries.

 Behavior

Finally we discuss one example where improved knowledge and attitude eventually 
transformed into action and one where it did not. Two related publications from Iran 
make the positive case using modest technology, SMS. The aim of (Mehran et al. 
2012) was to improve the use of iodized salt for expecting mothers and young chil-
dren in Tehran and by that token to foster normal brain development. In an RCT 
with 205 subjects control and experimental arm both received introductory informa-
tion about the importance of iodized salt. The experimental “SMS” group addition-
ally received one educational SMS per day for 6 weeks. At 8 weeks knowledge, 
awareness, iodine concentration in urine, and iodine concentration in salt samples 
from the households were checked. To the researchers’ surprise differences were all 
but moderate at this endpoint. Knowledge and attitude did increase significantly 
more in the SMS arm, but both arms improved on all outcomes. However, in a fol-
low up with the same housewives participating (Nazeri et al. 2015) the SMS group 
had sustained higher knowledge and awareness and higher measured iodine con-
centrations. Conversely, in the control group low awareness correlated with low 
urine concentrations. To conclude, the ultimate outcome improved sustainably 
under the more intense SMS intervention alone.

Rouf et al. (2020) addressed another nutrition issue. They tested in a three arm 
RCT with 211 students whether more intensive exposure to educational material 
about the developmental need of sufficient calcium intake increases intake. Their 
hypothesis that nutritional behavior can be improved was not supported through the 
results. While in the high intensitiy Facebook plus text messages therapy arm 
knowledge improved significantly, neither milk nor other calcium rich food uptake 
increased significantly and paradoxically increased more in the low intensity arms 
(Facebook without text messages, electronic leaflet). “Further research is needed” 
(Rouf et al. 2020, p. 2), as the authors conclude. Following observations by (Yu 
et al. 2014) a hypothesis to be tested would be to examine when enough is enough. 
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Busy individuals, in Yu’s case hampered through a chronic disease, do not welcome 
additional intrusions into their lives unless they are obviously beneficial.

Personal Health Informatics efforts—be it top down from government, research, 
or public health institutions or be it bottom up through citizen driven social media 
campaigns—have educational aims of different kinds. We have seen examples 
where these could be achieved (Fraval et al. 2015; Beerthuizen et al. 2020; Attai 
et al. 2015; Mehran et al. 2012). We saw one failure ((Rouf et al. 2020) and some in 
between studies (Harding et al. 2020; Selinger et al. 2017; Bonnevie et al. 2020)). 
Two studies are ecological rather than interventional (Bradshaw et al. 2020; Wilson 
and Wiysonge 2020). They try to understand the effects of existing health related 
online media in populations. The diversity of results in this section clearly indicates 
that research should have a keen eye on effects on health related education emanat-
ing from a Pandora’s box of originators.

 Power

While in this chapter we often use the words citizen and client or subject—depend-
ing whether we refer to the day to day life situation or to experimental settings—the 
normal term for a person who needs help regarding his health is “patient”. Patient 
derives from the Latin pateri which means to suffer. Besides conveying the need for 
help this also signals a passive role. The patient is treated, undergoes surgery, 
receives medication etc.. This section deals with changing roles. We will present 
stages of a more active and eventually powerful role of citizens facing health prob-
lems. The first association that the reader may have is “Shared Decision Making” 
(Charles et al. 1997) as a process between an individual patient and an individual 
physician or care team to agree about an individual treatment plan. This is not, what 
we will focus on. We will rather elaborate on situations where citizens or patients 
gather and aggregate their forces to build a pressure group and to achieve something 
on a general level that presumably helps the members of the pressure group. An 
example in recent history is the successful effort of HIV/AIDS patients in the 1990s 
to get access to new pharmaceuticals that were in clinical trials, both by giving them 
access to the trials or by giving them individually the right to use the substances. 
Patients overcame the so far prevailing paradigm that physicians take initiative and 
filter upfront who would be offered to enroll for a clinical trial (Kopelman 1994). 
This achievement was made in the early days of the Internet and social media did 
not yet play a helping role. The Treatment Action Group emerged from these activi-
ties and broadened the scope by actively searching for potential treatments. In the 
sequel we will concentrate on efforts where Internet and social media are widely 
available and see how they helped patients to push the borders of their activities. 
Some such movements have been initiated top down through researchers or authori-
ties to instigate subsequent bottom up specification of requests to the health care 
system, e.g. (Dalton et al. 2018). Here we do not consider such originally top down 
activities but concentrate on genuinely bottom up ones.
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Rare diseases seem to suggest themselves for bottom up engagement of affected 
patients or their parents. Actually, in the field of Dravet syndrome, a rare type of 
epilepsy, (Black and Baker 2011) report about the IDEA League, where IDEA 
League stands for International Dravet syndrome Epilepsy Action League. IDEA 
League pursued two goals. For families it offered advocacy and education. For the 
health care system an array of improvements were targeted. They included guide-
lines and standards of health care, support to coordinate and conduct research, 
develop policies for better funding, and achieve universal coverage of approved 
medications. The British branch has established a major fundraising institution, the 
Dean Henshall Memorial Fund, which is still active and today serves a broader 
range of purposes. A recent activity in support of Dravet syndrom patients (Brambilla 
et  al. 2021) was an Internet conveyed survey conducted through employees of 
Dravet centers in several European countries to understand the impact of COVID-19 
on Dravet syndrome patients.

Another interesting initiative where patients gained power and overthrew legal 
limitations is the therapy of cluster headache. (Kempner and Bailey 2019) investi-
gate how the „Clusterbusters“, a networked patient-led research initiative aggre-
gated knowledge about therapy options for a so far untreatable debiliating disease. 
So debiliating that in the network suicide was a frequent topic and led to the some-
what sarcastic motto “Psychedelics or Suicide”. According to (Kempner and Bailey 
2019) the Clusterbusters have also exploited the opportunities of the Internet to 
allow the individual patient to make his treatment choices but to collectivize the 
reporting and interpreting of results. Here we concentrate on psychedelics, con-
cretely, on mushrooms that contain Psilocybe. This substance was and still is only 
approved for industrial and research purposes and its private use is probihited. 
Clusterbusters nevertheless used it, reported about the effects and thereby helped 
therapy research. Through their act of civil disobedience they changed the rules and 
gained power and gained access to an otherwise restricted substance. This should 
not be taken as a recommendation for disobedience as the new virtue of patient 
behavior. But in this case we are facing a situation where legislation lags ethics (cf. 
Wetter 2016, p.  370f). According to (Beauchamp and Childress 2013) we find 
patient autonomy among four maximes of medical ethics. Autonomy, if seen in 
isolation, would permit psilocybe. Applicable law prohibits its use and in case of 
conflict applicable law outweighs ethics. So users of psilocybe violate applicable 
law. But do they act immorally? Applicable law is in accordance with another max-
ime, non-maleficience. It is known that Psilocybe may be lethal and prohibiting it 
avoids the harm of intoxications. Together, this poses a classical moral dilemma: 
autonomy and non-maleficience request different behaviors. Often, there is no solu-
tion to a dilemma. If, however, applicable law is not enforced, individual decisions 
and behaviors deviate from the normative ethics and rather give rise to a descriptive 
ethics: What is moral is not deduced from higher principles but emerges from undis-
puted behaviors.

Until this point using Psilocybe is a collection of individual behaviors. We could, 
though, go further for a society wide ethics that ratifies Psilocybe use, by drawing 
on the “Psychedelics or Suicide” “motto”. If this is not meant sarcastic but reflects 
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true sentiments, it means that not only allowing but also denying Psilocybe may 
cause harm. So we have the autonomy maxim in favor and the non-maleficience 
maxim in favor and in disfavor of Psylocybe permission. A utilitarian weighing of 
the maxims applied here—autonomy and non-maleficience in its two faces—could 
eventually lead to legislation that tolerates the substance use if requested by the 
citizen.

Polich (2012) provides a generic description of a bottom up patient initiated 
process to drive therapy research. Typically, enabled through the Internet and social 
media some pioneer patients volunteer anecdotes about accidential therapeutic 
effects or self initiated experiments and their outcomes. The range of therapies is 
much wider than in a typical two or sometimes three arm experimental trial. It is as 
wide as physicians or patients have ideas what off label uses of approved pharma-
ceuticals is worth giving a try. Outside the spheres of interest of academia and 
industry substances and modes of treatment including natural medicines which are 
otherwise stigmatized can be tried. This is usually a perfectly legal endeavour, as 
opposed to the claim to use Psilocybe, and may eventually even bring economic 
return for a pharmaceutical company if an indication extension of an approved phar-
maceutical is discovered through the self experimentation of patients. Grassroots 
experiences made by the pioneers are then disseminated and may be commented 
and re-inforced by others. When a certain volume of observations has been shared 
and sighted, a stage is reached where (semi-)professional implementation in forms 
of data bases, systematic surveys etc. is required. Promising results at this stage may 
give rise to formal trials and sustainable funding. The more compelling the results 
from volunteered and aggregated date the more pressing is the question whether a 
trial is still due or whether the results be regarded as sufficient evidence. Along this 
way there are commonalities with and differences from professional led research. 
Since patient initiatives’ common aims include to ultimately find their achievements 
published in professional media, they strive for systematic and reproducible action 
and observation/measurement in the veins of biostatistics or epidemiology. What 
they observe, however, reflects their intrinsic values. While professionals may “pur-
sue academic, mechanistic questions … patients prioritize more pragmatic ques-
tions” (Polich 2012, p.  170). They study how their lives are affected and what 
unexpected and also what adverse effects may emerge. An example portal of a rare 
disease patient self support group can be found at https://www.anausa.org/
index.php/.

Polich (2012) describes a research process initiated outside classical medicine 
and eventually entering the ranks of academic medicine. In the later years some 
patient driven initiatives have gained even more ground and have at some time 
become first tier resources, leaving the second tier for academia. (Whitsitt et  al. 
2015) describe this transition for dermatology. Starting point of their investigation 
ist Pinterest ®,12 an Internet platform for the exchange of serious contents. Starting 
with five terms relevant in dermatology, e.g. skin cancer awareness and sun 

12 Pinterest is a registered trademark of Pinterest, Inc.
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protection, they evaluated how and how often they were represented in pins—indi-
vidual notices—and boards—ongoing threads of discussion. Findings in Pinterest 
could be expected as they were: mostly informative (49% of pins and 53% of 
boards), then advocacy (37% and 31%), then home remedies (14% and 16%). What 
amazed, even alarmed the authors: Only 24% of boards were created by M.D.s or 
advocacy groups. The ten top dermatology journals were nearly invisible and only 
one board was initiated by JAMA Dermatology. Dermatology has lost the place of 
primary information provider to an amourphous social media platform. “(D)erma-
tology organizations are relatively absent … This is a missed opportunity for tar-
geted efforts to inform … on a multitude of skin related diseases.” (Whitsitt et al. 
2015, p. 3).

In the field of pediatric neurology the weight of Disease Advocacy Organizations 
(DAOs) is meanwhile even higher. As (Horrow et al. 2019) write, MDs in the field, 
according to a survey with 230, engage in four ways that speak a clear language 
with DAOs. They access or distribute DAO-produced materials; they consult DAOs; 
they collaborate in research; and they co-produce scholarly material with DAOs. It 
appears like the momentum is with the DAOs while doctors are junior partners. The 
authors discuss the observations very critically. Here are some quotes: “DAOs are 
expanding into clinical settings in many ways, …”—“The influence of DAOs may 
challenge the typical doctor-patient relationship.”—“… close relationships with 
researchers can give DAOs increased influence over the research process and 
goals.”—“… concerns … in the ethics literature … potential conflicts of interest 
with DAOs … industry funding.” (Horrow et al. 2019, pp. 6 and 7). Whether a lead-
ing role of DAOs ultimately serves the purpose of ever improving services and 
outcomes for the affected patients is a different question. But in the field of pediatric 
neurology in these days the article finds a whole lot of power in the hands of 
the DAOs.

Also in neurology we find a recent similarly skeptical position taken by (Martini 
and Bragazzi 2021) about too much power in the hands of DAOs. Their concerns are 
mostly based on a view that neurological diseases need a highly complex and mul-
tidisciplinary approach and that there are many reasons to believe that patient held 
resources cannot deliver the necessary quality. They cite investigations about insuf-
ficient correctness and clarity of websites including misleading information about 
unapproved therapies and note possible conflicts of interest when industry funding 
for patient groups is involved. All these concerns are certainly right when applied to 
health resources on the Internet in their entirety. When applied to flagship advocacy 
organization the picture may be brighter because, like medical professional institu-
tions, the DAOs depend on the trust of their members.

We have so far—with the exception of the “Clusterbusters”—made the silent 
assumption that when there is a will and sufficient reason to try an experimental 
treatment there is a way to get hold of the required substances. This is, however, 
anything but self evident. (Mackey and Schoenfeld 2016) have analyzed that in the 
USA it comes with a whole battery of mechanisms and a legal framework where the 
FDA deviates from various state legislations. This framework is in continuous 
motion and would deserve a book chapter in its own right. Because it is one 
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important facet of patient striving for power through online media we will at least 
provide an introductory view. Only under the premise that pharmaceutical compa-
nies will make a substance available will the FDA check an application for “expanded 
access” or “compassionate use”: use beyond approved indications. Pharmaceutical 
companies have their own agendas and are not obliged to comply. They may hope 
for indication extensions but also fear bad PR in case of an incident and approve or 
decline accordingly, for medical or for other reasons. At the same time states pass 
“Right to try” laws of which it is not sure whether they will be overridden through 
national legislation. This is a field for the general petition movement, where citizens 
can try to collect electronic support for philantropic, equal rights, or other purposes. 
Here, knowing what rhetoric makes a petition successful helps more than medical 
or clinical evidence expertise. Petitions can, therefore come from serious DAOs but 
equally well from ad-hoc crowds. In this sense they are not an indication of sus-
tained power but of transient success. In a comment to (Mackey and Schoenfeld 
2016; Hogan 2016, p.  4) argues that „only a disruptive force … that addresses 
industry concerns … will alter … the expanded access campaigns as the method of 
choice for desperate patients ….“.

Pullman, Zarzecny and Picard (Pullman et al. 2013), an ethicist, a public policy 
scholar, and an author, who closely followed the Canadian experience with the 
CCSVI movement, provide a more fundamental treatment of questions to be 
addressed and steps to be taken to give patient advocacy a sound basis beyond its 
present ad-hoc nature. CCSVI stands for Chronic Cerebrospinal Venous Insuffiency 
and some believe that it causes MS (Multiple Sclerosis) and that venoplasty is an 
effective therapy. Since its inception in the 2000s it has been among the most viral 
patient advocacy movements. For years it had positive public attention, fueled 
through its romantic flavor, a husband seeking a cure for his wife’s untreatable dis-
ease. Petitions mushroomed and lawmakers could not but take action, although 
sound scientific proof was missing and warning of adverse events and some venular 
autopsy findings in the aftermath of vascular surgery were around. Federal money 
was invested into a registry and observational studies, while the provinces pursued 
different plans. Therefore, if judged by the confusion of the lawmakers this was a 
very successful disruptive campaign. An expert panel was convened which recom-
mended a scientific process including a clinical trial. But a political process was put 
in place instead and evidence was ignored. Results from the regional trials came 
slower than the requests from politics for a plan, while a public opinion battle kept 
rolling. Politics and scientific medicine equally felt the pressure and blinded ran-
domized controlled trials were considered but not approved. This all happened and 
burnt a lot of money while more promising MS therapies required funding for clini-
cal trial and other frequent life threatening diseases such as cardiovasular or cancer 
required coverage. (Pullman et al. 2013) summarize their considerations with tren-
chant comments on the prospect and necessary limitations to patient advocacy. 
“Deliberate democracies cannot afford to be high-jacked by a cyber-mob. 
However, … findings … speculative or proven make their way into the public 
sphere ….” Academia may face a storm any time by an “interested, enthusiastic, and 
motivated public. Researchers and clinicians must learn to utilize these resources … 
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“. In the case of CCSVI no scientific evidence has meanwhile been found in its sup-
port. However, from the perspective of patients with so far untreatable diseases, new 
therapies and patient reports on their effects should still be taken seriously and not 
be discarded for the NIH-syndrome—Not Invented Here.

 Discussion

 The Roles of Personal Health Informatics 
in the Medical Industry

With some of its facets Personal Health Informatics (PersHI) is or is on the way to 
be a genuine part of the medical industry. Evidence for some Internet therapies is as 
conclusive as it is for other therapies. With other facets PersHI is totally at odds with 
the medical industry. Patients organize themselves to get access to prohibited sub-
stances, to funding, and to scholarly progress, sometimes bypassing professional 
organizations or public administration. Nevertheless, there is good reason to believe 
that PersHI is here to stay. For the first citizens will not let go of the opportunities of 
ubiquitous and equitable access to health information, services and structures. For 
the second PersHI has the potential to create values although not every technical 
achievement is also a value for the patient or the doctor. Finally regarding an immi-
nent clinical workforce shortage (cf. Wetter 2016, Chap 2) aging societies need 
replacement for services that can equally well be delivered through technical means 
as through human beings. Therefore, we are challenged to identify the values that 
PersHI services create and to be alert to ambivalent or detrimental achievements.

In the field of clinical trials major challenges lie in the controversy between 
strictly enforced protocols in classical trials and the humble acknowledgment in 
PersHI trials that the therapy is what the patient understands and does and the result 
is what he reports. We have seen examples of knowledge and behavior mismatch in 
sections “Attitude and emotion” and “Behavior”. Observation biases have been dis-
cussed in this chapter and are also a topic in other chapters of this volume. Still, 
Patient Reported Outcomes Measures (PROMs) are the most intimate traces of 
effects that treatments can have. They inform about perceived improvements or 
deteriorations that the patient truly senses and that no technical sensor may be able 
to map. Therefore, we need PROMs. To get the best of PROMS, as unbiased as pos-
sible reporting should be on the research agenda.

Drop outs have also been a problem. Here (Lau et al. 2015, p. 9)‘s quote that “(C)
onsumers must perceive the need … and must assign priority” points into the auspi-
cious direction. Before we apply for funds, build something, let alone deploy and 
test it, we should have a clear picture whether it satisfies a pressing need of the 
patient and whether the burden imposed on him is small. Wishful thinking in this 
place leads to wasted effort. As long as numbers of drop-outs are moderate intention 
to treat analysis may cure the situation although we lose some statistical power.
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In light of scarecity of human therapists and the opportunity it is often sufficient 
that a PersHI service is equally good. Or, as (Batterham et al. 2021, p. 1) summa-
rizes in an article about a transdiagnostic Internet self-help intervention against 
depression: “… interventions can be beneficial … Despite low adherence and small 
effect size, the availability … is likely to fill a critical gap”.

To demonstrate equal effectiveness biostatistics have developed non-inferiority 
designs and equivalence designs and statistical tests for the situation where the null 
hypothesis is that two treatments differ and where refutation of the difference is just 
what we want: evidence at a chosen p-value that two treatments are significantly not 
different. In light of this existing variant in statistical test theory it should become 
the standard that only when the goal is superiority of a treatment, superiority tests 
are applied. When, however, equal effectiveness is the goal only a successful equiv-
alence test is accepted as proof, not a failed superiority test.

 Assets beyond Insight

Insights make use of two environmental trends that develop independently: Citizens 
volunteer ever more data and observations about themselves in social media and 
computational power to find something in these observations still grows at unchecked 
speed. So, as long as it is legal and ethical to bring these trends together, it is more 
likely than unlikely that things are discovered that the eye cannot see and that could 
not be discovered 5 years ago. While the question of legal use is addressed in other 
chapters of this volume we will rather look at the assets that can be created and 
whether their values warrant their use.

Clear upside number one is that data map real lives of citizens who are not under 
the impression to be in an experiment when they post. So none of the biasing effects 
listed in the section “Evidence” should affect results. Second the data are there 
without extra cost and effort and the computational cost is neglegible. So, when out 
for medical discoveries we can choose to apply algorithms to existing data or dis-
pose the data to oblivion and expose humans to experiments instead.

Assuming that we choose to use the data their exploitation runs in parallel or 
merges with other structures and processes in health care, mostly regarding the 
approval process of treatments. Overlapping with our discussion in section “Power” 
patients ad-hoc volunteer with substances or treatments where the pharmaceutical 
industry sets up a systematic phase II and partially phase I of a clinical trial. In 
PersHI patients develop an idea or trust some hearsay that something new cures 
their problem. They weigh their individual personal risks versus expected benefits, 
try and—if they survive—report. By isolated similar experiences a data set emerges 
that suggests the desired properties of a substance or treatment. “Suggests” because 
the procedure does not have the scrutiny of a planned experiment. So the ethical 
question is whether we can accept it despite concerns about the quality of the pro-
cess and the data or whether we are compelled to let a planned experiment follow, 
i.e. to expose more citizens to the unknown risk.
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At this stage, with promising volunteered outcomes which somewhat parallel a 
phase II, this is still at a moderate scale. Sound insights versus phase III trials, how-
ever, is the pivotal line of controversy. As of today, new treatments will only get 
approval after a Randomized Controlled Trial (RCT) has shown superior or equiva-
lent effectiveness, depending on the research question and design. An undisputed 
necessity of this approach is to expose a large number of citizens—hundreds if not 
thousands—to one of two risks: to be denied an effectived treatment in the control 
group or to be exposed to an unknown hazard in the intervention group. Now let us 
assume that an insight is so strong that noone can seriously deny that there is a 
desired effect. Among the investigations presented here (Frost et al. 2011) comes 
closest with more than 3300 patient reports about off label usages of neuroleptic 
pharmaceuticals. If these mentions withstand scrutinized proof of trustworthiness 
the Declaration of Helsinki about ethics of medical research (World Medical 
Association 2013, p.  2192) sets limits to further research: “… medical research 
involving human subjects may only be conducted if the importance of the objective 
outweighs the risks and burdens to the research subjects. When the risks are found 
to outweigh the potential benefits or when there is conclusive proof of definitive 
outcomes, physicians must assess whether to continue, modify or immediately 
stop the study.” This was implicitly applied—although whe did not mention it—in 
the negative sense in (Heller et al. 2020), where there was no more prospect for a 
proof of effectiveness and consequently the trial was stopped. Here it must be con-
sidered in the positive sense: is it ethical to expose thousands of subjects to an 
experiment of which we kind of know the positive outcome? Or would it not be 
more ethical to apply the best possible diligence to assure the quality of the avail-
able data rather than planning, getting approval, running, and evaluating an experi-
ment to get new data? Let alone the time lost for patients to have the effective 
treatment right when the insight is there?

While phase III RCTs are in sharp contrast to insights methodologically and 
philosophically, phase IV is on a clear path of convergence with insights which have 
already been “welcomed” as a complementary method of pharmacovigilance 
(Lavertu et al. 2021).

 Mindset

In an earlier version the section was called “Education”. This, however, turned, out 
too narrow and too unidirectional. Of course can it be the aim of a service to educate 
patients or citizens. But what does that actually mean? And who learns from whom? 
We have discerned three directions of mindset, knowing that in psychology distinc-
tions are by far more subtle. However, for the purpose of this volume we try to dis-
tinguish what people know from how they feel and how they behave. We do it with 
a warning voice, briefly reviewing examples to demonstrate that knowing, feeling, 
and doing are not necessarily in sync. Knowledge and feelings can correlate posi-
tively (Fraval et al. 2015; Attai et al. 2015) or the absence of a positive feeling can 
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make cognitive training useless (Harding et al. 2020). Knowledge from different 
sources can influence feelings positively or negatively (Selinger et  al. 2017). 
Knowledge can increase and behavior can change (Mehran et al. 2012; Nazeri et al. 
2015) or does not change accordingly (Bonnevie et al. 2020; Rouf et al. 2020). And 
last but not least: self declared healers (e.g. https://cancer.mercola.com/) and con-
spiracy theorists (example in (Bradshaw et al. 2020)) are also spreading their wis-
doms and target the mindset like serious providers do. It must be concluded that 
there are no easy and straight answers. Gaining in one dimension of Mindset does 
not warrant that the other dimensions follow suit.

 Power and the Whole Picture

Historically (e.g. (Kopelman 1994)), patient power has emerged from a shared med-
ical problem for which affected patients and their kin pushed for being granted 
opportunities to try a new solution for the problem.

This has happened more or less in accordance and mutual support or in competi-
tion between the medical “establishment” and the “newbies”. The Dravet syndrom 
initiative (Black and Baker 2011) aimed to make the “establishment” aware of a rare 
disease. Achievements were sought through the means of existing structures while 
scientific progress from within the Dravet self support group was published through 
the same channels that professionals use. (Polich 2012) provides a review how such 
symbiosis can form naturally, by letting the best qualified party for each step con-
tribute and by seeking synergy. (Kempner and Bailey 2019) report about controlled 
substance use against cluster headache is an off all limits endeavour. It happens 
mostly outside structures of medical care and in disregard of public legislation. It 
could be regarded as an innocent anomaly on the margins if it were not a precedence 
for tolerating an illegal act. The public answer in the US to such points of contro-
versy is all but clear. Different states have different “expanded use” legislation—
legislation when to grant patients access to pharmaceuticals outside their approved 
indications—and the industry can decide by itself whether to deliver (Mackey and 
Schoenfeld 2016).

Other initiatives collide with existing structures diametrally. The dermatology 
and pediatric neurology initiatives (Whitsitt et al. 2015; Horrow et al. 2019) estab-
lish research structures of their own, skeptically but not constructively eyed by the 
professional organizations. Duplicate or wasted effort and disorientation on the part 
of patients about authoritative sources are likely consequences.

Among patients who suffer from the same medical problem or see the same solu-
tion and are enabled to communicate, groupthink patterns may over time develop 
(Howard and Howard 2019, pp. 29–30). These include mechanisms to reinforce the 
group’s beliefs and to devaluate, rationally and morally, positions and individuals 
that are in contrast with the group’s beliefs. In the case of disease or treatment self 
support and advocacy groups this means that group members truly believe that their 
position is correct and that this gives them the right to push. (Pullman et al. 2013) 
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have shown that such egomaniacal behaviors, as comprehensible as they may be, 
can take a health care system to the brink. The health care related administration and 
structures of Canada were not prepared to arbitrate between the aggressive advo-
cacy for CCSVI versus many other and partially more promising requests for 
research or coverage. On a wider scale we may have to acknowledge that technol-
ogy has moved faster than ethics, or, as (Goodman 2015, p. 71) writes: “… time and 
again in the history of technology: The development and use of an exciting new tool 
has utterly outstripped the ethical and legal resources required to ensure its appro-
priate use.”

All this is happening while we speak and will not likely go away. There is defi-
nitely value of different sorts in many Personal Health Informatics services. We are 
responsible to identify where there are true values to let them bear fruit while pre-
serving approved health care processes and structures. So hopefully the answer to 
the following question becomes more and more “yes”:

The therapist is in 24/7. But will it be able to help YOU?

 Learning Objectives

Readers shall become aware that Personal Health Informatics services create values 
of different types.

Readers shall become aware that evidence of effectiveness is one such value.
Readers shall be able to outline the character of different values through 

examples.
Readers shall become aware that values can be ambivalent and positive achieve-

ments may have a “price” to pay.

 Review Questions

Q: Which values are distinguished in this chapter?
A: evidence, insight, mindset, power
Q: To establish two of the four values draws heavily on formal methods such as 

statistics or algorithms? Which ones?
A: evidence, through statistical test theory; insight, through data and text mining 

algorithms
Q: How are the other two values established?
A: mindset (There is not the one and only answer here; the following gives ori-

entation about the type of the answer) Through diverse informative and motivational 
service offerings—simple sequences of SMSs to sophisticated influencer mediated 
campaigns—that were built with some knowledge, attitude, or behavior goal 
in mind.
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power (There is not the one and only answer here; the following gives orienta-
tion about the type of the answer) Through online communities which act as pres-
sure groups, somewhat like petition campaigns. They circulate observations from or 
encouragements to members to get more options to act than the health care system 
in the present form assigns them

Q: Name and outline a service that you would call a (near) perfect success.
A: Several answers are possible. Here come some article references and key-

words in what respect they stand out.
(Corbett et al. 2015) size and convincing results
(Wahlund et al. 2021) long lasting effect
(Denis et al. 2019) save lives
(Golder et al. 2019) make severe risks known
Q: Name and outline a service that you would call a (near) complete failure.
A: Several answers are possible. Here come some article references and key-

words in what respect they stand out negatively.
(Heller et al. 2020) trial terminated prematurely
(Rouf et al. 2020) planned result not achieved, paradoxical observations
(Dear et al. 2015) wrong research design

 Clinical Pearls

Personal Health Informatics services can save lives.
Fully automated Personal Health informatics services can be efficient and safe.
Many Personal Health Informatics services are available 24/7.
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Chapter 21
Electronic Health Records: Ethical 
Considerations Touching Health 
Informatics Professionals

Eike-Henner W. Kluge

Abstract Health informatics professionals (HIPs) are responsible for the technical 
aspects of the construction, storage, maintenance and communication of electronic 
health records (EHRs). They therefore function as the technical interface between 
patients on the one hand and health care professionals as well as institutions on the 
other when these, directly or indirectly, are engaged in the delivery of health care. 
EHRs, in turn, function as patient analogues in such a context. HIPs, therefore, 
stand in a fiduciary relationship to the subjects of EHRs. This means that while there 
is an overlap with some of the technical aspects of informatics in other areas of 
electronic record keeping—issues such as privacy, security and accessibility are 
implicated—the role of HIPs in health care is subject to special ethical consider-
ations. Precision medicine, being genetically focused, adds another special param-
eter, as does the increased mobility of patients and the fact that modern health care 
frequently crosses jurisdictional boundaries where distinct legal informatic provi-
sions are operative and different ethical considerations may be followed. Moreover, 
the fact that EHRs tend to be stored in different ways, varying from proprietary 
servers to the cloud, adds further ethical complications for HIPs, as does the fact 
that the data that are contained in EHRs are potentially valuable items. This chapter 
outlines some of the ethically relevant features that are involved in all of this and 
sketches some considerations that may guide the behaviour of HIPs in a global 
setting.
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 Introduction

Medical record keeping has changed in many important ways since such records 
first began to be kept, both with respect to the media in which they are kept as well 
as with respect to their content and the reasons for keeping them. The traditional 
way of outlining what happened is that they were first kept in stone, clay and string 
(quipus) and sometimes even wax (Brosius 2003; Nesbit 1914; Ascher and Ascher 
1981), but that this was ultimately superseded by paper-based recordkeeping, and 
that by the second half of the twentieth century even this began to be replaced by 
electronic1 methods of recording and storage—a process that is still ongoing.

This way of presenting the evolution medical record keeping, however, is some-
what limited in scope. It not only ignores the fact that the reason why they were kept 
as well as that their content changed in significant ways and what they came to be 
used for, it also ignores who is involved in their construction and their handling in 
this new electronic form, as well as the fundamental changes that they underwent in 
their ethical nature.

Thus, originally medical records were essentially no more than aides-mémoires 
and as such were kept only by health care professionals and only for their own diag-
nostic, treatment and teaching purposes. Moreover, they only contained what the 
professionals considered medically relevant data about their particular patients. 
With the advent of organized health care institutions such as modern hospitals and 
clinics, however, they came to include data about next-of-kin, patient-specific socio- 
economic data such as a patient’s particular profession and the manner of reim-
bursement for their health care expenses, etc., and with the advent of personalized 
medicine even genetic data came to be included. In other words, they became health 
records in the general sense of that term. Further, in their electronic form they came 
to function as the technical interface between patients on the one hand and health 
care professionals and institutions on the other, and became involved in the various 

1 The term ‘electronic’ is intended to cover both electronic and photonic methods of recording and 
storing.

Learning Objectives
 1. Ability to identify ethically relevant differences between EHRs as patient 

analogues and other types of person-oriented electronic records.
 2. Ability to identify and address ethical issues that arise for HIPs in view of 

their fiduciary relationship to patients in connection with health care pro-
fessionals and health care institutions.

 3. Ability to incorporate appropriate ethical as opposed to legal consider-
ations into the construction, maintenance, communication and storage 
of EHRs.

 4. Ability to address and deal with ethical issues that arise for HIPs relative 
to EHRs in the context of personalized medicine.
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kinds of decisions that were made about patients in the overall health care context. 
With this, they came to function as patient analogues in information and 
decision-space.

As yet, this development is still ongoing because the structure of these electronic 
health records (EHRs) is still evolving, as is their relationship to new electronic 
methods of analysing and evaluating the data that are contained in them by means 
of expert systems and so-called artificial intelligence. Nor have they yet been fully 
integrated into all aspects of health care delivery and planning in all jurisdictions. 
Nevertheless, the process is well under way.

All of this has important ethical implications. However, these implications are 
not confined to the health care professionals and institutions who actually use them 
in their planning and in their delivery of health care, because the technical aspects 
of the construction, storage, maintenance, communication and handling of EHRs 
has given rise to a new kind of professional: namely, the health informatics profes-
sional (HIP). And while there is an overlap in some of the technical aspects of their 
role with what is performed by informatics professionals in other areas of electronic 
record keeping—for instance, issues such as privacy, security and accessibility con-
stitute common areas of concern—the ethical implications for HIPs are different 
because these implications straddle two distinct realms: the realm of patient- relevant 
considerations that are grounded in the role of EHRs as patient analogues on the one 
hand, and the realm of health care professional- and institution-relevant consider-
ations that are grounded in the latter’s role as deliverers of health care on the other.

At this juncture, and before proceeding any further, it may be appropriate to 
explain in what sense EHRs are patient analogues, and how the concept of patient 
analogue will be understood in what follows. An analogue is something that per-
forms a similar function to, or that can be substituted for, that of which it is the 
analogue. It is in this sense that EHRs as originated by health care professionals 
should be understood as being patient analogues. As originated by health care pro-
fessionals, they form the basis of the patient profiles that are developed by the latter 
and that function as the basis of health care decision-making about patients, whether 
that be at the hands-on or the administrative level. They may not be entirely accurate 
or even complete. For instance, the data that they contain may be situation- and 
context-dependent, and they may fail to contain information that would be relevant 
about their subjects but that would not be available in the purely professional set-
ting. That, however, does not detract from the role they play in the delivery of pro-
fessional health care, and it is this role that stamps them as patient analogues 
(Kluge 2020a).

 Ethics Preamble

Continuing, then, and as a procedural preamble before outlining the nature of the 
ethical implications that surround the development, storage, use and communica-
tion of EHRs as patient analogues in this sense of the term, it may be useful to 
clarify what is meant by saying that the implications are ethical in nature.
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Ethical considerations differ from legal and administrative considerations in that 
they are not grounded in rules or laws that have been passed by a duly established 
authority or that are the result of decisions that have been made by administrators. 
They are grounded in fundamental ethical principles that apply to actions that affect 
persons insofar as they are persons.

This, in turn, may also benefit from some clarification because how the notion of 
person is understood also has implications for whether the strictures that apply to 
the relationship between HIPs and health care institutions are purely administrative, 
contractual or legal in nature or whether they are also have ethical parameters.

Thus, the notion of a person may be understood in two distinct senses: once as 
referring to a so-called natural person—i.e., a living member of the species homo 
sapiens who has the capacity for sentient cognitive awareness and volition—and 
once as referring to what is generally called a constructive person, such as a corpo-
ration. Patients are persons in the first sense of the term, as are health care profes-
sionals, HIPs and administrators. However, groups of individuals may function in a 
unified fashion as an individual, and as such may be aware of certain facts, have 
certain values and aims, and may make decisions on that basis. This is formally 
acknowledged in the concept of a corporate or constructive person (Kluge 2020a; 
List and Pettit 2011). Health care institutions, therefore, are persons in this second 
sense of the term. Both types of persons, however, are subject to ethical consider-
ations because both have the capacity to apprehend facts and of voluntary decision- 
making. All of this has important implications for HIPs, because it means that not 
only are their interactions with health care professionals and patients subject to ethi-
cal constraints, but also their interactions with health care institutions.

Ethical considerations, in turn, are different from considerations that are 
grounded in ethos, custom or law. While these latter derive their applicability—and, 
indeed, their validity—from the traditions that have established them or by having 
been promulgated by a duly established authority, ethical considerations are inde-
pendent of such derivation. They derive their validity from the fundamental princi-
ple of ethics, which in turn are grounded in what it is to be a person. These principles 
are echoed by the Universal Declaration of Human Rights (United Nations 1948) 
and hence are recognized as being universally valid. Therefore the ethical accept-
ability of a given action, behaviour, stance or situation that involves persons in 
either sense of that term is subject to their constraints.

The fundamental principles of ethics include the Principle of Autonomy (Every 
person has the right to self-determination, subject only to the equal and competing 
rights of others.), the Principle of Equality (All persons, insofar as they are persons, 
are equal and have the right to be treated accordingly.), the Principle of Beneficence 
(Everyone has the duty to advance the good of others in keeping with the competent 
values of the other person if it is possible to do so without undue harm to oneself.), 
and the Principle of Nonmaleficence (Everyone has the duty to prevent harm to oth-
ers in keeping with the competent values of the other person if it is possible to do so 
without undue harm to oneself.) (Kluge 2020a). The Principle of Impossibility (All 
rights and duties hold subject to the condition that it is possible to fulfil them under 
the circumstances that obtain.), while not strictly an ethical principle, functions like 
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a n ethical principle in that it conditions all rights and duties that derive from the 
fundamental principles of ethics. It therefore also plays a role in determining 
whether a given action is ethically appropriate. Moreover, these principles apply to 
actions as well as inactions. In other words, the failure to engage in an action when 
there is a duty to do so would count as an ethical failing.

These principles, then, structure the framework of what counts as ethically 
appropriate treatment of persons in both senses of the term “person”, and they entail 
both rights and duties. Rights define how the right-holders themselves should be 
treated by other persons, whereas duties impose obligations on individuals with 
respect to how they should treat other persons. Rights and duties, therefore, are cor-
relatives, which means that for every right there is a corresponding duty or obliga-
tion, and for every duty or obligation there is a corresponding right. At the same 
time, whereas a right may be exercised at the discretion of the right-holder, a duty 
obligates the individual who has that duty and, unless the Principle of Impossibility 
applies, discretion on part of the duty-holder is not an ethically acceptable option.

It should be clear from the preceding that while ethical considerations apply to 
the conduct of HIPs as well as patients, health care professionals and health care 
institutions, they do not apply—at least not directly—to such things as expert sys-
tems or to systems that are frequently referred to by the term “artificial intelligence” 
simply because these are not persons. Ethical considerations apply to them only 
indirectly in that they apply to their construction and usage, and it is those who 
construct, contract for or use them to whom the ethical considerations apply directly.

It should also be clear that ethical considerations do not apply directly to EHRs 
because these are only patient analogues and therefore are not persons in their own 
right. However, ethical considerations do apply to them derivatively precisely 
because they are person analogues, and they apply derivatively insofar as they are 
related to persons. So, for instance, ethically grounded privacy considerations apply 
derivatively to EHRs because they reflect the right to privacy that belongs to their 
subjects.

Finally, it should be clear that ethical considerations do not directly apply to the 
databases in which EHRs are stored; and that while it may be appropriate to say that 
certain types of such databases are unethical, this is correct only in a manner of 
speaking. It is really an abbreviated way of saying that how they are established and 
maintained, how their content is determined and how they are used redounds to 
those who actually establish, maintain or use them.

 Ethical Considerations for HIPs

The fact that HIPs are centrally involved as technical facilitators in the establish-
ment and use of EHRs and the fact that EHRS function as patient analogues entails 
that HIPs have ethical obligations towards both the patients themselves and towards 
the health care professionals and the institutions that use them. At the same time, 
however, it is important to note that considerations that affect how HIPs function on 
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the basis of social, cultural or educational considerations do not necessarily have 
ethical relevance and may not even be ethically appropriate, because these consid-
erations are ultimately grounded in historical parameters that may not themselves 
be ethically valid. A good example of this would be the social, cultural and educa-
tional parameters that condition the behaviour of HIPs in totalitarian or religious 
societies whose standards are at variance with the fundamental ethical principles 
that ground the Universal Declaration of Human Rights.

 Patients

The ethical obligations that HIPs have towards patients derive from the Principles 
of Autonomy, Equality and Nonmaleficence. Thus, the Principle of Autonomy, 
which is to the effect that every person has the right to self-determination, entails 
that patients not only have the right to control access to their physical persons but 
also to the EHRs that are their analogues (where the notion of analogue is under-
stood as was indicated a few paragraphs ago). Consequently HIPs, as facilitators of 
the construction and use of EHRs, have an obligation design them in such a way that 
the privacy rights that belong to the patient-subjects of EHRs are integrated into the 
structure, access controls and similar aspects of EHRs.

At the same time, individual patients may consider the provision of health care 
to be more important than privacy or related issues. By the Principle of Autonomy, 
this would be entirely within their right. Consequently HIPs would be ethically 
obligated to structure EHRs in a way that takes this into account so that the subjects 
of EHRs have the chance to decide whether to exercise their right to privacy even if 
this means possibly foregoing relevant health care services.

However, as was mentioned before, the Principle of Autonomy has a qualifying 
clause: namely, “subject to the equal and competing rights of others.” Therefore it 
does not give patients an absolute right to control the privacy of their records. Thus, 
there may be circumstances—for instance, when a patient’s health condition may 
reasonably be presumed to pose a threat to the welfare of other members of soci-
ety—when the Principle of Nonmaleficence overrules what would otherwise be the 
patient’s right to privacy, and when access to their records would be ethically appro-
priate even against a patient’s wish and without their consent. Consequently a 
patient’s right to privacy is conditional, and HIPs have an obligation to structure the 
protocols that surrounded access to patient records accordingly. At the same time, 
however, it is also ethically appropriate that HIPs take measures to ensure patients 
are made aware of this limitation.

As to the Principle of Equality, given that all persons insofar as they are persons 
are equal and should be treated the same, HIPs have an obligation to do their best to 
ensure that the same security, privacy and other informatic considerations apply to 
all EHRs unless there are ethically relevant differences between the persons them-
selves. Any such exceptions, however, should be justified and should be made 
known to the subjects of the EHRs themselves.
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The Principle of Nonmaleficence, in turn, entails that because the EHRs are 
essential to the delivery of health care for the patients whose analogues they are, 
HIPs have an obligation to structure EHRs and their disposition as best as possible 
so as to ensure their security, accessibility, availability and integrity in order to mini-
mize the possibility of technology-based harm to the patients whose analogues the 
EHRs are. This may present challenges in light of the increased mobility of modern 
patients and in light of the fact that contemporary health care consults sometimes 
cross jurisdictional boundaries where distinct legal informatic provisions are opera-
tive and different ethical considerations may be followed. The ethical obligations 
that HIPs have towards patients, however, entail that ethical considerations that are 
grounded in the Universal Declaration of Human Rights take priority over any legal 
provisions and over rules that are based on purely culturally based considerations. 
HIPs should therefore structure the EHRs and the access to them accordingly and 
should ensure that, with the exceptions noted above, patient consent for their usage 
and disposition is ethically mandated. Such consent may take several forms. In this 
connection, however, HIPs should always remember that a patient’s signature does 
not in itself indicate that the patient has given consent. It may simply be indicative 
of a patient’s automatic reaction to a protocol that requires a signature. Therefore— 
insofar as this lies within their power—HIPs should also take appropriate steps to 
ensure that the signature protocol itself warrants that patients understand the nature 
and significance of what a signature entails, and when it is ethically valid.

 Health Care Professionals and Institutions

As to the ethical obligations that HIPs have towards health care professionals and 
institutions, these derive from the fact that the professionals and institutions rely on 
the data that are contained in the EHRs when making decisions about patients and 
when developing the institutional framework in which health care is delivered. 
Security, accessibility and availability are here implicated and once more are 
grounded in Equality, Beneficence and Nonmaleficence. This is particularly impor-
tant in the case of health care professionals who, ever since the time of Hippocrates, 
have an ethical obligation to always act in the best interest of their patients (Edelstein 
1943). In the modern setting, health care professionals cannot fulfil this obligation 
unless they can be certain that what is contained in the EHRs of their patients is 
secure from alterations or modifications that do not originate in their own profes-
sional actions. In other words, the security of EHRs becomes a central feature of 
HIPs’ obligations towards health care professionals. With due alteration of detail, 
the accessibility and technical usability of EHRs are also implicated, because health 
care professionals cannot fulfil their patient-oriented duties unless they have access 
to the patients’ EHRs.

Similarly, health care institutions cannot structure the frameworks in which pro-
fessional health care is delivered unless the institutions have access to data about the 
appropriateness and effectiveness of the procedural provisions that they put in 
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place,and with respect to the tools and devices with which they supply the profes-
sionals who work in their particular setting. This is possible only if HIPs construct 
and operationalize the institutions’ technical frameworks appropriately. While this 
obligation may find legal reflection in the contracts that bind HIPs and health care 
institutions, it is ultimately grounded in the Principles of Beneficence and 
Nonmaleficence, and it extends beyond what may be—and, indeed, beyond what 
can be—stated in purely contractual terms. Further, this obligation includes such 
things as the duty to ensure that the formatting of the EHRs is consistent with the 
requirements of the relevant parties who need access them, and that the necessary 
means for accessing them are available so that the EHRs can in fact be accessed as 
and when this is needed. Along similar lines, it also includes an obligation to ensure 
that so-called legacy systems—technology and computer programs that are out-
dated and no longer generally in use—are replaced in due time and in a technically 
appropriate manner; and it includes the obligation to ensure—all other things being 
equal—that the EHRs are protected by appropriate back-up measures.

However—and this explains the qualifier “all other things being equal”—HIPs 
can fulfil these obligations only if they have appropriate and sufficient resources to 
fulfil these tasks. The Principle of Impossibility is here engaged. If these resources 
are insufficient, the obligation loses its force and is replaced by the obligation to 
take appropriate steps to ensure that both the health care professionals and the health 
care institutions with whom they are affiliated are aware of this shortcoming, under-
stand it implications and do their best to remedy any such situation.

 Implications of Modern Health Care

The changes in health record keeping are not, however, confined to the development 
of EHRs. They also include their storage, communication and content, all of which 
have corresponding ethical implications for HIPs.

Beginning with storage, traditional paper-based patient health records were 
stored in material places and their security could be assured by suitable material 
measures. Moreover, access to them—and hence their privacy and security—could 
be safeguarded by instituting appropriate identification procedures that would dis-
tinguish between those who could legitimately have access to them and those who 
did not, and under what conditions. While essentially the same security and privacy 
requirements exist for EHRs, the fact that they are electronic in nature calls for fun-
damentally distinct solutions: not simply in technical but also in functional terms.

For instance, to consider only three examples, EHRs can be stored either in 
machines that belong to health care professionals who are not members of a health 
care institution, in servers that are part of a health care institution, or they can be 
stored in the cloud: i.e., in servers that do not belong either to health professionals 
or to health care institutions but to corporations with whom these have contractual 
arrangements. In each case, however, the possibility exists that these storage facili-
ties may be hacked and, as recent experience has shown, it is almost impossible to 

E.-H. W. Kluge



475

prevent this unless the facilities are freestanding and unreachable by external elec-
tronic means—which of course would make them of limited use except in the set-
ting of the storage facilities themselves.

Likewise, the fact that there can be multiple entry points for accessing EHRs as 
well as the fact that it is possible to control access to specific parts of the record in 
keeping with the qualifications of those who seek such access and the role that they 
play in health care delivery provides HIPs with challenges for the ethically appro-
priate construction and embedding of EHRs. While these challenges also existed for 
paper-based records, they assume different proportions in the case of EHRs. Similar 
considerations apply with respect to the ease with which EHRs may be copied or 
transferred. Therefore modern health care, which increasingly relies on electronic 
record keeping and methods of communication, presents these traditional chal-
lenges to HIPs in a new—and sometimes difficult—form.

 Privacy Considerations

All of this presents a particular challenge for HIPs in an institutional setting. To put 
this into context, it may be useful to outline what is here at issue. Purely logically 
speaking, every kind of health care professional is associated with a particular 
domain of data that satisfies the data needs that are associated with their profes-
sional activities: i.e., with what may be called their characteristic data-need domain. 
Such data-need domains may overlap, as for instance the data-need domain of a 
cardiac surgeon will overlap with that of an anaesthesiologist, that of a psychiatrist 
with that of a hospitalist, and all of these may overlap with the data-need domains 
of the clinical nurses who take care of individual patients. Nevertheless, they will 
not be exactly coextensive, and each kind of professional will have a central data 
domain that is unique to their particular professional specialty.

However, if HIPs construed their ethical obligation to ensure the privacy and 
security of EHRs in the institutional setting by putting in place electronic safeguards 
that would absolutely prevent their being accessed by individuals whose data 
demands did not match their characteristic data-need domains, this would be too 
extreme. It would mean that the professionals would not be able develop innovative 
approaches for dealing with health issues, could not improve on established meth-
ods of providing care or simply develop more effective ways of delivering the type 
of care that was characteristic of their profession. Consequently, the privacy safe-
guards that HIPs build into EHRs and into the informatic structures of health care 
institutions should take this into account, both because of the ethical obligations that 
HIPs have towards the patients who are the subjects of such records as well as the 
obligations that they have towards the health care professionals and health care 
institutions.

One way of doing so would be to structure the privacy shield that surrounds 
EHRs by not only requiring the identification of whoever seeks such access as a 
health care professional who was actively involved in care of the particular patient 
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whose EHR they are trying to access—where failure to meet this requirement would 
trip an automatic blockage—but also by diverting such an attempt to an appropri-
ately positioned institutional administrative security authority, so that whoever 
made such an attempt could justify their action. That authority would then have the 
option of lifting the blockage that the HIPs had put in place.

However, despite the best measures that HIPs can put in place to guard against it, 
inappropriate access by unauthorized individuals to the servers in which EHRs are 
stored—and thus to the EHRs themselves— is possible. This is commonly referred 
to as hacking, and it can occur irrespective of whether the EHRs are stored in pro-
prietary servers of health care professionals, in the servers of health care institu-
tions, or in the cloud. The only way to protect the privacy of the subjects of EHRs 
in this regard is for HIPs to design the informatic structures of the EHRs them-
selves—as well as their content—in a way that would minimize the possibility of a 
privacy breach even if an inappropriate access to the EHRs did occur.

A way of doing this would be integrate the logical aspects of the privacy rights 
that belong to the patient-subjects of EHRs into the format in which data are entered 
into the EHRs themselves. That is to say, patient data come in various forms. There 
are identified data—i.e., data that are specific to a particular patient and that carry 
an explicit patient identifier which, simply by becoming known, would directly 
allow the identification of that patient. Then there are deidentified data—i.e., data 
where the identifiers that would allow the direct identification of the patient have 
been deleted. There are also pseudonymized patient data—i.e., data that have been 
supplied with a fictitious identifier and which, consequently, cannot be attributed to 
the specific individual about whom they are unless the pseudonym is somehow con-
nected with the true identity of the patient. Finally, there are anonymized data, 
which are data that have been stripped of all identifying features including pseud-
onyms, so that the patients about whom the data are remain anonymous even when 
the data themselves become known.

Since the obligation of HIPs to protect patient privacy extends beyond simply 
protecting EHRs from unauthorized access but includes protecting the privacy of 
their subjects as much as possible even when unauthorized access does occur, this 
means that HIPs have an ethical obligation to take the data-parameters that were just 
mentioned into account when structuring the formats of EHRs.

One way of doing this would be for HIPs to design EHRs in such a way that the 
patient-data that are entered into them would automatically be pseudonymized or 
de-identified. However, as past experience has shown, neither pseudonymization 
nor de-identification would necessarily be successful in protecting patient privacy. 
Anonymization at entry would therefore seem to be the appropriate alternative for 
HIPs to adopt in their design of EHRs. However, some authorities have argued that 
not even this would inevitably be successful. They have pointed out that even when 
patient data in an EHR are anonymized, re-identification is possible given access to 
three distinct data in the EHR when these data are linked to prescription records and 
some other medical data (Emam et al. 2009; Porter 2008; Richardson et al. 2015). 
If that is correct, then HIPs can be sure of fulfilling their patient-oriented privacy 
obligation only by structuring EHRs in such a way that the EHRs themselves and 
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everything in them is encrypted. Therefore it would follow that if HIPs wanted to be 
sure of fulfilling their privacy obligations towards the subjects of EHRs, then they 
would be obliged to inform whoever employs their services of these facts, and to 
request that they be authorized to structure the development and storage of EHRs 
along the relevant lines.

Consequently, it would seem that HIPs would have fulfilled their ethical obliga-
tion towards the subjects of EHRs and that they would be absolved of ethical 
responsibility if such authorization was not forthcoming and a privacy violation did 
occur. However, that is not entirely clear. For, it would remain a distinct question 
whether HIPs would be acting ethically as professionals if they accepted employ-
ment under such conditions in the first place.

 Precision Medicine

Another matter that has ethical significance for HIPs with respect to EHRs is that 
modern medical practice has evolved to include precision medicine.

That is to say, the traditional model of health care intervention considers the 
particular physiological and psychological characteristics of a patient as well as 
their lifestyle and environmental embedding and then—in order to shape their diag-
nosis, prognosis and proposed intervention—applies to this the results of the con-
trolled health care research that results in statistically valid conclusions. In other 
words, the traditional model of health care delivery essentially relies on health- 
related information that has been derived in a controlled fashion.

However, given the controlled nature of this research, the conclusions that are 
reached in this sort of research essentially constitute a “one-size-fits-all” model. By 
contrast, personalized medicine is based on the thesis that the success profile of a 
given intervention cannot be meaningfully determined solely on the basis of tradi-
tional and standard research protocols: that it should also take into account how the 
statistically valid results of such research actually perform when they are used in the 
uncontrolled health care setting of actual hands-on practice. Moreover, and indeed 
above all, it is based on the realization that the genetic endowment of an individual 
determines how the individual reacts to a particular intervention—in particular, to a 
pharmaceutical—and how the individual reacts to such an intervention in their par-
ticular socio-economic setting.

The reason this move to personalized medicine has ethical implications with 
respect to EHRs and HIPs is that the research that is involved in establishing the 
parameters of personalized medicine is importantly different from standard research 
because it predominantly involves the use of EHRs.

More specifically, there are two fundamentally distinct methods of conducting 
health research: There is hands-on research, which involves direct interactions 
between researchers and controlled groups of patients in controlled settings on the 
basis of research protocols that have been approved by a duly established authority. 
If scientifically successful, this research leads to the formal approval of the 
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intervention in question. Then there is health care research that is essentially data-
based, and that looks at the relationship between various types of health data that are 
contained in patient records and tries to establish correlations.

However, health care as it is practiced in real life does not deal with controlled 
groups of patients in controlled settings. Not only do variations in the environmental 
and lifestyle factors of individual patients play an important role in the success or 
failure of an intervention in hands-on health care, so does the genetic endowment of 
the individual patients. Modern health care professionals, therefore, realized that if 
they were to follow the ethical injunction that they should always act in the best 
interest of their patients (Edelstein 1943), these factors should also be taken into 
account when deciding whether a given intervention would be appropriate on a 
given occasion.

Precision medicine does just that. As was said, it is based on the realisation that 
a patient’s genetic endowment plays a critical role in whether—and in how well—a 
particular intervention works for the individual patient, since it is the individual’s 
genetic endowment that ultimately determines how the patient will react to any 
intervention. This, however, cannot be determined even by taking into account the 
data from Phase IV trials, which are sometimes called post-marketing surveillance 
studies. These are reports that have been filed about an intervention’s performance 
in actual practice. The point is that these reports are not statistically valid because 
they essentially deal only with the adverse side-effects of an intervention, and 
reporting this is often voluntary in nature. Moreover, except under very unusual 
circumstances, they do not include the genetic factors that may be involved in the 
performance of the intervention in question. Therefore they do not offer a firm sci-
entific basis for evaluating the actual success-profile of a given intervention (McNeil 
et al. 2010).

At the same time, like all other forms of medicine, precision medicine cannot 
simply be based on observations that have been made in individual cases. To be 
scientifically valid, it has to be based on properly controlled research. Since hands-
 on genetic research would involve experimenting on human beings through genetic 
manipulation and this, as opposed to purely scientific experimenting on tissues that 
do not leave the laboratory, is considered to be ethically highly questionable, 
research for precision medicine looks at the data that are in EHRs inclusive of the 
genetic profiles of their subjects as well as the environmental and lifestyle factors, 
and it pays particular attention to the relationship between the genetic profiles of the 
subjects and the interventions in question. The outcomes of such studies are then 
used to refine the statistical profiles of the interventions as these are developed on 
the basis of standard hands-on research. Consequently, an essential component of 
precision medicine research involves data mining.

This means that it is crucial for the development of precision medicine that its 
researchers have access to EHRs even though they may not currently be involved in 
therapeutic interactions with the relevant patients. However, as the preceding dis-
cussion has pointed out, EHRs are surrounded by a sphere of privacy that is ethi-
cally grounded in the privacy rights of the subjects of the EHRs. Consequently, this 
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means that if precision medicine research is to succeed, the access controls for 
EHRs that were mentioned above have to be modified in important ways.

More specifically, the HIPs who technically establish the EHRs should structure 
the access controls in such a way that researchers who are engaged in precision 
medicine protocols that have been approved as scientifically and ethically valid by 
a duly constituted research authority will not be excluded from having access to the 
EHRs despite the fact that they are not engaged with the subjects of the EHRs in a 
therapeutic manner.

However, since the identity of the patients whose EHRs would be accessed in 
such research would essentially be irrelevant for establishing the influence of 
genetic determinants on the success of a given intervention, this means that HIPs are 
ethically obligated to structure the technical format of EHRs in such a way that, 
unless it was absolutely impossible to do so, the data-identifiers in the EHRs are 
separated from the data themselves, and that the researchers have access only to the 
pure data. It also means that, in keeping with what was previously said about data- 
need domains, the researchers should only be allowed to access to the data domains 
that are in keeping with the domains that are indicated in the approved precision 
medicine research projects. Finally, it means that if HIPs have encrypted the 
EHRs—as was also suggested as being ethically appropriate—the encryption keys 
be supplied to the precision medicine researchers by whoever is administratively 
responsible for the security and privacy of the EHRs.

 Expert Systems and Artificial Intelligence

As was indicted a moment ago, precision medicine research involves a lot of data 
mining. In the contemporary context, this is not generally carried out by the 
researchers themselves in a hands-on fashion and on a step-by-step basis by looking 
at and correlating the data that are contained in the various records. It is generally 
done by expert systems, and by what is sometimes referred to as artificial intelli-
gence. Moreover, it is not only precision medicine research that makes use of these 
tools. Modern health care is increasingly taking advantage of expert systems and 
artificial intelligence, and not only with respect to data mining but also in the con-
text of health care delivery itself—for instance, in telemedicine, where this may 
involve diagnostic as well as treatment modalities. HIPs, again, are instrumentally 
involved both with respect to the design and the functioning of these tools. The 
question, therefore, arises whether this poses ethical issues for HIPs and for EHRs 
that are distinct from those that have been considered so far.

In short, the answer is a qualified NO. However, to explain this answer, it may be 
useful to begin by briefly clarifying the notion of an expert system and that of an 
artificial intelligence.

Expert systems are computer programmes that emulate the decision-making 
ability of human experts in a particular field. Some are specifically designed to 
computationally scan huge data sets that include not only medical data but also such 
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things as social, economic and behavioural data in order to identify patterns, trends 
and to make associations. These are especially useful in precision medicine, in 
hands-on health care, in research contexts, as well as in health care planning. In the 
context of hands-on health care and precision medicine expert systems are used to 
scan the relevant data in EHRs, reach a diagnosis, make a prognosis, and suggest 
possible treatment options that the attending health care professionals may then 
present to their patients for consent. These systems tend to do so on the basis of 
probability calculations whose nature has been programmed into them, and they 
may follow neural network models (Hinton et al. 2012; Krizhevsky et al. 2012). 
Once employed, they function without direct human input, and when they are prop-
erly designed they can even refine their interpretational subroutines to reach ever 
more accurate conclusions as more data become available to them. In short, they 
then are self-modifying learning systems. Moreover, when they are integrated into 
a medical equipment structure, they can even perform medical interventions such as 
surgery, both directly as well as remotely when the patients are in different locations 
from their attending health care professionals (Eadie et al. 2003; Hung et al. 2018). 
The ethically important point is that such expert systems do not function indepen-
dently of the health care professionals who employ them on specific occasions and 
for the specific tasks for which they are designed.

By contrast, artificial intelligence systems—i.e. artificial intelligence (AI) sys-
tems in strict or strong sense of that term—are different from expert systems in that 
they can perform all of the functions that expert systems can perform inclusive of 
medical interventions such as surgery, except that they can do so independently of 
the instigation and supervision of health care professionals. Moreover, they can not 
only learn from their mistakes and improve their performance by incorporating the 
data from the outcomes of their interventions into their subroutines, they can even 
change their valuational frameworks either on the basis of these outcomes or as 
based on the values of the patients themselves. In other words, AIs in this full- 
blooded sense of the term are computer systems that could completely take over the 
function of health care professionals and could substitute for them in all ways. They 
could even be employed on a consultative basis when expert advice that exceeded 
the qualifications of a general practitioner was called for, or substitute for human 
medical practitioners in eHealth and telemedicine.

At present, there are no AIs of this kind. There only are expert systems in the 
preceding sense of that term (Kluge 2020b). Therefore, an analysis of the ethical 
challenges that full AIs would present transcends the limits of the present discussion 
and therefore will be put off to another occasion.

Returning, then, to the question whether expert systems in the standard sense of 
the term pose ethical issues for HIPs and EHRs that are distinct from those that have 
been considered so far, it should be clear why the question was answered by a quali-
fied negative. HIPs construct expert systems only on the basis of the parameters that 
they have been given by health care professionals and, as was said, the expert sys-
tems are only employed by health care professionals as tools that complement their 
own professional actions. Therefore ethical concerns would rise for HIPs only with 
respect to the ethical acceptability of the instructions that they receive, and with 
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respect to how the expert systems are used to perform what would otherwise be 
performed by the professionals themselves, such as surgery.

As to the first, the instructions for constructing expert systems stipulate what 
data in the EHRs should be selected, how they should be correlated and what con-
clusions should be drawn from them. At first glance, these are purely medical mat-
ters and therefore are ethically neutral. However, to argue thus would be to ignore 
the fact that these instructions are themselves embedded in a valuational framework 
that identifies what types of data the expert system should treat as relevant, and what 
degree of significance it should assign to the data. However, the values that structure 
this framework may not be objectively medical in orientation. For instance, they 
may be racially (Hall et al. 2015) or sexually biased (Brezinka 1995) and therefore 
the systems that are based on them may not select certain data that would be factu-
ally relevant. Alternatively, the subroutines may select the medically appropriate 
data but accord them degrees of significance that would be in accordance with the 
value perspective of the professional who gave the instructions for the construction 
of the expert systems, where this perspective may be biased in a cultural, social or 
even religious, etc. sense. Ethically that would be problematic, for the values that 
frame the instructions that the HIPs are given for constructing expert systems should 
be consistent with the fundamental principles of ethics that were outlined above. 
Therefore, HIPs should be aware of such matters and would be ethically obliged to 
refuse to devise such an expert system. Unfortunately, however, it remains a conun-
drum how HIPs could determine whether such a bias was in fact the case.

As to the usage of expert systems, an ethical consideration that arises concerns 
expert systems that are integrated into medical equipment structures and that per-
form medical interventions such as surgery, whether that be directly or remotely 
when patients and health care professionals are in different locations. Such expert 
systems are not like other expert systems because, once put into operation, they take 
the place of the professionals themselves. Arguably, therefore, just as a health care 
professional require patient consent in order for another professional to step into 
their place and perform the surgery that is indicated, these systems should be 
designed in such a way that they would remain inoperative unless, in accordance 
with the Principle of Autonomy, the consent for their usage was entered into their 
subroutines by the patients themselves or by the latter’s duly empowered substitute 
decision-makers. HIPs therefore have an ethical obligation to ensure that these con-
siderations are built into the employment of such expert systems.

 Conclusion

Contemporary health care has evolved in the direction of replacing paper-based 
patient records with electronic patient records, and has expanded the ambit of these 
records to include all patient-based parameters that are considered relevant to deliv-
ering health care to patients on an individual basis. They therefore tend to include 
not only individual physiological and psychological patient-based data but also 
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genetic information, environmental data insofar as these are considered medically 
relevant, social parameters insofar as these affect the health status of individuals, 
and in some cases even employment and financial information. In short, paper- 
based patient records have evolved into EHRs. This, in turn, raises ethically based 
privacy and security issues that are different from, and that transcend the scope of, 
the issues that exist for paper-based patient records. Moreover, they require the 
involvement of health informatic professionals as interfaces between the patients, 
the health care professionals and the institutions in which health care is delivered. 
The preceding discussion has outlined some of these issues. By way of conclusion, 
however, it should always be kept in mind that EHRs are patient analogues in the 
sense that was outlined in the begining, and that their construction and usage is 
subject to the fundamental Principles of Ethics that govern the framework in which 
health care is delivered. This, however, means that the ability of HIPs to meet the 
requirements of ethically appropriate action is always subject to the Principle of 
Impossibility: i.e., subject to the fact that one cannot have an obligation to do what 
is impossible. Therefore the funding and working conditions for HIPs who are 
involved in the construction and use of EHRs should always be appropriate.

 Review Questions

 1. How do ethical considerations differ from considerations that are based on ethos, 
tradition or law?

 2. What is the difference between paper-based patient records and electronic health 
records (EHRs) and why are EHRs patient analogues?

 3. Why (and how) do ethical considerations apply to EHRs?
 4. Why are the ethical considerations relevant when considering the role of HIPs, 

and what are some of these ethical considerations?
 5. What is special about personalised medicine with respect to EHRs?
 6. What are the ethical implications of expert systems (and artificial intelligence) 

for HIPs?

 Answers

 1. Ethical considerations are based on universally accepted fundamental ethical 
principles (Autonomy, Equality, Beneficence and Nonmaleficence) as these are 
reflected in the Universal Declaration of Human Rights, and the rights and duties 
that derive from them are only subject to the Principle of Impossibility. By con-
trast, considerations that are based on ethos, tradition or law are not necessarily 
consistent with these ethical principles because they are based on what a given 
society finds (or has found) appropriate.
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 2. Paper-based patient records differ from EHRs not merely in that they are purely 
material in nature but also in that they are not patient analogues, nor can they 
function as the interface between the material patients and health care profes-
sionals and institutions in distanced interactions. Moreover, they cannot be 
incorporated into modern health care delivery systems such as tele-surgery.

 3. Ethical considerations apply to EHRs because they are patient analogues. 
However, they do not apply directly but derivatively in that the ethical consider-
ations that apply to EHRs are grounded in the ethical considerations that apply 
to the patients whose analogues they are.

 4. The ethical implications of EHRs for HIPs are grounded in the fact that it is the 
HIPs who construct and maintain EHRs, and that they are responsible for the 
technical aspects of their privacy, security, accessibility and availability. They 
therefore are responsible for the technical aspects of the interaction between 
patients and health care professionals and institutions.

 5. Personalised medicine attempts to adjust the delivery of health care to individual 
patients by taking into account how the genetic endowment of individual patients 
affects the success-profiles of standardly approved health care interventions, and 
in particular with respect to pharmaceuticals. It therefore is the closest that health 
care professionals can come to following the Hippocratic injunction to always 
act in the best interest of their patients. EHRs are centrally involved in this 
because the research that establishes the relevant parameters involves the data 
mining of EHRs.

 6. HIPs construct expert systems according to the instructions that they receive 
from health care professionals. It is therefore ethically obligatory for HIPs to 
make sure that these instructions are based solely on medical factors and are in 
accordance with fundamental ethical principles and free of professionally-based 
value biases.
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Chapter 22
Healthcare Organizations as Health Data 
Fiduciaries: An International Analysis

Paul R. DeMuro and Henry E. Norwood

Abstract The healthcare marketplace is in an evolutionary race with electronic 
health data as the ultimate prize. The global movement towards digitalization of 
health data has increased providers’ abilities to share, accumulate, and analyze data, 
focused on benefitting healthcare consumers and treatment. Third party actors 
beyond the provider and consumer have also shown a willingness to pay for access 
to this data, driving up the value of health data and monetizing the value of such 
data. The growing ability of actors beyond the patients and providers to access, use 
and profit from health data has placed patients’ sensitive health data in a place of 
vulnerability. Healthcare providers and larger healthcare organizations have legisla-
tively imposed legal requirements to ensure health data is maintained and protected 
from unauthorized use or disclosure. Jurisdictions all over the world have imposed 
specific duties on organizations who act as “health data fiduciaries” related to this 
information. The more recent recognition of the fiduciary concept to health data 
recognizes a higher standard of care on those in possession of health data than many 
statutes have specifically recognized in the past. This chapter introduces the idea of 
the health data fiduciary and specifically describes the application of this term to the 
duties owed by healthcare providers and organizations to the patients they serve. 
The chapter begins with an overview of the major changes in the healthcare land-
scape that necessitated the recognition of the health data fiduciary relationship. The 
chapter then briefly discusses fiduciary relationships, generally, and describes the 
nature of fiduciary relationships between healthcare providers and healthcare orga-
nizations and their patients, along with showing how these relationships work to 
establish the health data fiduciary relationship. The chapter goes on to provide an 
illustrative survey describing the data privacy acts from various jurisdictions, 
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including internationally, to describe how various jurisdictions have addressed the 
 emergence of the health data fiduciary relationship. The chapter concludes with 
recommendations for future legislation governing and addressing health data 
fiduciaries.

Keywords Data · Healthcare · Fiduciary · International · Privacy

 Introduction

Conducting business in today’s technologically driven world has led to many new 
questions regarding the concept of trust between organization and client. 
Organizations, particularly those operating in the healthcare industry, maintain an 
ever-increasing amount of patient protected health information (PHI), that is, 
information relating to an individual’s physical or mental health condition, the 
healthcare provided or recommended for that individual, or the payment informa-
tion regarding the provision of healthcare to the individual, which either identifies a 
specific person or which can reasonably identify that person. Personal health 
records (PHRs) are records in the possession of healthcare providers containing 
sensitive, health-related information regarding a patient, often including a patient’s 
name, phone number, address, financial information, insurance information, and 
health history. This leads to a number of concerns from patients regarding their 
information privacy. Privacy is the right of individuals to control access to their 
person (body privacy) or information about themselves (information privacy). 
Further, the sensitive and valuable nature of the information contained within health 
records make them valuable for both legitimate and illegitimate purposes. Given the 
high value and sensitive nature of a patient’s health records, along with the growing 
occurrence of healthcare data breaches, the question arises as to whether healthcare 
organizations in control of protected health information should owe a fiduciary duty 
to patients.

Terminal Learning Objectives
At the completion of this chapter, the reader will be prepared to:

 1. Describe and explain the following concepts in the context of informatics: 
privacy, security, confidentiality, integrity, and fiduciary duty.

 2. Review current federal laws and regulations and their implications for the 
concept of a health data fiduciary.

 3. Review current international laws and regulations and their implications 
for the concept of a health data fiduciary.

 4. Consider the benefits and drawbacks of a health data fiduciary within 
healthcare organizations.

P. R. DeMuro and H. E. Norwood



487

 Monetization of Health Data

In today’s world, data has great value. Health data, specifically, has value to specific 
marketplace actors (Shah and Patel 2021). The monetization of health data is a 
major industry in and of itself and it is expanding as more health data is being 
shared (Shah and Patel 2021).

Healthcare providers possess vast amounts of health data, but third-party vendors 
have traditionally profited off patient data (Shah and Patel 2021). Third-party ven-
dors, typically electronic health record (EHR) vendors, obtain patient health data 
and, in turn, sell it to buyers attempting to gain insightful market information from 
the data (Shah and Patel 2021). The third-party vendors de-identify the patient 
information before selling it for privacy and legal compliance purposes (Shah and 
Patel 2021). The purchasers of de-identified health data include research organiza-
tions, pharmaceutical companies and investment firms among others (Shah and 
Patel 2021). Monetization of health data can generally be categorized under two 
methods of monetization: (1) indirect monetization and (2) direct monetization 
(Shah and Patel 2021).

Indirect monetization occurs where a healthcare provider organization profits off 
health data that remains in its possession (Shah and Patel 2021). This is most often 
accomplished where the provider organization utilizes the data it collects directly from 
its patients to improve the organization’s internal operations (Shah and Patel 2021). 
Indirect monetization can also occur where providers utilize their patient data to per-
form medical research via case studies to improve the provision of care (Shah and 
Patel 2021). Indirect monetization is also performed in the financial departments of 
healthcare organizations where departments utilize patient health, health device, and 
insurance data to streamline patient payments, execute more advantageous supply con-
tracts, and to eliminate unnecessary expenditures of resources (Shah and Patel 2021).

Direct monetization occurs where health data is sold to parties outside of the 
provider organization for monetary gain (Shah and Patel 2021). Direct monetization 
can also occur where providers exchange access to health data with a third-party in 
exchange for data processing and analytic services, whereby the third-party will 
receive access to the de-identified data and, in return, will analyze the data and pro-
vide the provider organization with useful insights (Shah and Patel 2021).

While direct monetization has been the traditional form of health data monetiza-
tion, this may be shifting. A new organization called Truveta Inc., is made up of 
several of the largest healthcare provider organizations in the U.S. (Millard 2021). 
Truveta is committed to retaining control over how their patients’ de-identified data 
is shared and for what purposes it is used (Millard 2021). It is estimated Truveta will 
have access to nearly 13% of all patient data in the U.S. (Shah and Patel 2021). 
Truveta strives to improve patient care by using the data in its possession to advance 
treatment, as opposed to selling the data to outside parties (Millard 2021). Here we 
see indirect monetization being prioritized over direct monetization allegedly for 
the benefit of the patient.
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As data is being shared with and monetized by an increasing number of organiza-
tions, health data is at an increasing risk of being compromised, either through 
improper disclosure from an entity properly in possession of the data or through a 
cyber breach initiated by a bad actor (Snell 2017). While de-identification of health 
data reduces the risks associated with improper disclosures or data breaches, it is 
possible to overcome de-identification methods and establish the identities of 
patients (Hern 2019).

The increase in health data monetization necessitates health organizations review 
their methods of maintaining health data, the emerging technologies involved in 
processing and sharing health data, the risks to health data from outside parties, and 
the legal landscape regarding a heightened duty to safeguard health data.

 How Health Data Is Maintained by Healthcare Organizations

Healthcare organizations are storing larger and larger amounts of health data. Aside 
from the typical practice of converting provider notes and patient intake documents 
into digital form, healthcare organizations and their patients are now also syncing 
their smart devices to a shared storage area, dramatically increasing the data held in 
the possession of healthcare organizations (O’Dowd 2017). The need to store and 
manage this data effectively is critical to the organization’s success and to 
patients’ safety.

The traditional method used by healthcare organizations to maintain health 
information is on-site data storage (O’Dowd 2017). Prior to the digital revolution, 
on-site storage of health information involved storing physical, paper patient files 
into a physical filing system. Some healthcare organizations continue to use this 
approach and some use a hybrid approach of maintaining certain physical files for a 
length of time while also converting the files to a digital format. The benefits of 
physical or paper maintenance of health information is that the information is pro-
tected from any form of hacking attempt, the information is more difficult to alter, 
and sharing the information requires a more intentional process of physically hand-
ing or sending the information to a party, which may reduce the likelihood of an 
unauthorized disclosure. The drawbacks of the physical storage method are the 
expenditure of resources creating paper files, the necessity of space to store physical 
files, less-efficient access to information when compared to digital files, which can 
be searched automatically, and the threat of physical theft or unauthorized physical 
access. Most healthcare organizations are moving away from this method, in whole 
or in part, and digitalization of health information is becoming the norm.

On-site digital data storage involves the healthcare organization maintaining its 
own data on its own servers, without connecting to an outside digital space (O’Dowd 
2017). This method brings with it the advantage of greater control over the data as 
well as ease of access since the data is readily available to the organization (O’Dowd 
2017). Further, because on-site storage only requires a connection to a local net-
work, it is arguably the safest option when considering the threat of an external 
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threat (O’Dowd 2017). The downsides of on-site data storage include limited physi-
cal space to house servers which becomes necessary as the volume of stored data 
increases, the need for continuous power supply and cooling mechanisms, the need 
for regular IT support, and lesser adaptability to software or storage updates 
(O’Dowd 2017).

Some health organizations opt to store their health information off-site from their 
normal area of operations in a separate location maintained by the organization 
(Bednar 2020). This brings the benefit of space and retention of control by the orga-
nization (Bednar 2020). Further, off-site storage insulates stored data from crises 
that may occur at the organization itself (Bednar 2020). On the downside, the orga-
nization is responsible for ensuring a continuous energy supply, IT maintenance, 
and personnel at the off-site location (Bednar 2020).

Health information may also be stored by a third-party vendor, either a health-
care clearinghouse or a health information data processing center. The former con-
verts health information received from the provider organization into coded billing 
information for transmission to health insurers (Compliancy Group 2021). The lat-
ter stores the health information from several healthcare organizations as a profes-
sional service (Assoc. of Healthcare Internal Auditors 2013). The benefit of the 
third-party vendor method of data storage is largely that of convenience—the ven-
dor undertakes the burdens involved with maintaining the data and housing the nec-
essary servers, as well as any needed IT services (Assoc. of Healthcare Internal 
Auditors 2013). The downsides of the third-party vendor option include the lesser 
degree of access and control of the stored data by the provider organization as well 
as the centralization of health data from multiple organizations into one location 
(Davis 2019). Cybercriminals have targeted third-party heath information vendors 
and, given the volume of information stored by these institutions, they will likely 
remain an attractive target to cybercriminals (Davis 2019).

Cloud storage is the latest frontier in data storage. Cloud data storage enables 
what is perhaps the greatest ease of access for the provider organization and the 
patient alike (Siddhartha 2020). The problem of physical space is removed and 
operating costs for IT services are greatly diminished (Siddhartha 2020). The cloud 
storage method is also ideal for the constant changes in the data storage field, as 
updates to a cloud storage system are generally accomplished with ease 
(Siddhartha 2020).

The EU has created “eHealth,” an electronic records database operated by EU 
Commission. The eHealth database provides Europeans with access to their medical 
records while providing for the maintenance and security of their health data 
(European Commission 2021). Health providers throughout the EU may access an 
individual’s health data through eHealth upon obtaining the individual’s informed 
consent (European Commission 2021). Storage on the eHealth system has many 
benefits, including accessibility across national borders and between health provid-
ers, limited cost to organizations to access patient data, and the provision of security 
by an international agency (European Commission 2021). On the other hand, such 
large-scale centralization of health data poses security risks and may make the 
eHealth system an attractive target to cybercriminals (European Commission 2021).
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 The Expansion of Healthcare Technology

As healthcare continues moving in the direction of digital information, healthcare 
organizations must evolve their practices to uphold their responsibilities to their 
patients, ensure compliance with laws and regulations, and maintain the trust of 
patients when it comes to privacy. In order for the benefits of digitized health ser-
vices to be realized, companies need to ensure the safety of their patients’ data. 
Security of protected health information refers to ensuring the protection of infor-
mation and information systems from unauthorized access, use, disclosure, disrup-
tion, modification, or destruction in order to provide confidentiality, integrity, and 
availability. In addition to security, healthcare organizations that also serve as pro-
viders of health services must also maintain the confidentiality and privacy of 
patient data. Confidentiality refers to the obligation to ensure health information is 
not disclosed to unauthorized recipients or exposed to threats of unauthorized 
access. Integrity refers to ensuring that data or information has not been altered or 
destroyed in an unauthorized manner. Newer health information technologies will 
result in more health information being accumulated by organizations, requiring 
more trust in these organizations by patients.

Big Data, a field dedicated to finding solutions to analyze data sets that are too 
large or complex to be analyzed using traditional data-processing application soft-
ware, and the Internet of Things (IoT), referring to physical objects implanted with 
software that connects and exchanges data with other systems via networks, have 
expanded the categories of and the extent to which health information is collected 
(Licea 2019). Wearable technology, such as watches, bracelets, rings, and phone 
applications, can detect a wearer’s heart rate, activity, location, blood pressure, heart 
rate, oxygen levels, glucose levels, and fertility, among other statistics (Licea 2019). 
Constant monitoring of vital statistics allow healthcare organizations to provide 
more accurate, efficient treatment plans and give providers a more detailed picture 
of their patients’ health (Licea 2019). Increasing the efficiency of care through 
increased data from wearable technology can save healthcare organizations time 
and money, which is likely why this technology is backed by the healthcare and 
insurance industries (Licea 2019). Of particular relevance, the new technology 
advanced through Big Data and the IoT will result in larger quantities of patient data 
in the hands of healthcare organizations (Licea 2019).

The use of Artificial Intelligence (AI), intelligence, such as reasoning ability, 
demonstrated by machines, is expanding the rate at which healthcare organizations 
are able to access health information in furtherance of providing patient care 
(Davenport and Kalakota 2019). Many AI technologies are capable of sifting 
through vast amounts of patient data and health research to determine solutions to 
health problems and, to a certain extent, render predictive models regarding patient 
outcomes when treated using a proposed method (Davenport and Kalakota 2019). 
AI in healthcare could greatly improve patient outcomes and efficiency of care, but 
it is entirely reliant on the availability of patient health data of which to make use in 
rendering predictive models.
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Telehealth, the provision of healthcare services via electronic information and 
telecommunication technologies, has become more prevalent over the past year, 
particularly due to the COVID-19 pandemic (Pennic 2020). The shift to telehealth 
demonstrated the capability in the healthcare field to move toward remote care 
(Pennic 2020). As the pandemic abates, telehealth care may recede as well, but it is 
unlikely to return to pre-pandemic levels as both providers and patients have enjoyed 
its convenience (Pennic 2020). Telehealth relies on the transmission of health infor-
mation digitally, either through a webcam or though uploads to a cloud space or 
server used by the organization, requiring a level of trust on the part of the patient 
that the organization will maintain the privacy and security of that information 
(Pennic 2020).

The common denominator of most advances in healthcare technology is the 
prevalence of electronic data sharing between patient and provider. The correspond-
ing responsibility on the part of healthcare organizations to care for this information 
will increase accordingly.

 The Right to Be Forgotten

An individual’s right to restrict or eliminate their personal information on the inter-
net is currently the subject of much debate (Singleton 2015). The “right to be for-
gotten” as this right is referred to, has become popularized in the EU and is inspiring 
support among policymakers in other countries as well. While a right to be forgotten 
had already been established to certain degrees, it received judicial recognition in 
Google Spain SL v. Agencia Espanola de Proteccion de Datos. In Google Spain, a 
case heard in Spain, the Court of Justice of the European Union held that the right 
to be forgotten on the internet is a right held by all members of the EU  (Case 
C-131/12 2014). This right, however, must be balanced against the public right to 
freedom of information (Leiser 2020). For matters which are more private in nature 
(e.g., information regarding an individual’s health), the information should be 
deleted by the data controller pursuant to the right to be forgotten (Brougher 2016). 
The right to be forgotten would also be codified into the EU’s overarching data 
protection law, discussed later in this chapter. The decision in Google Spain focused 
on internet search engines, such as Google, but the decision has ramifications for 
other data controllers as well, including health data controllers.

Health data sharing has expanded in modern times and it is no longer the case 
that an individual will only share their personal health information with a medical 
provider in furtherance of receiving medical treatment (Licea 2019). Patients them-
selves are inputting their health information to health apps and electronic programs, 
which are operated by organizations collecting their health data (Licea 2019). If 
these organizations are collecting health data from members of the EU, then once 
these organizations receive an individual’s data, they become data controllers under 
the EU’s right to be forgotten (GDPR.EU 2021). EU members have the right to 
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demand health data controllers delete the health information in the possession of an 
organization, assuming the organization held the information subject to the indi-
vidual’s consent or that the purpose for which the organization held the individual’s 
health information is no longer necessary (GDPR.EU 2021).

The right to be forgotten is an emerging area of law and has not yet gained global 
acceptance. The U.S., where many of the larger internet search providers are based, 
has not yet formally accepted the right to be forgotten. The major implications of 
the right to be forgotten on the healthcare industry remain to be seen.

 The Threat of Cybercrime

Because health information is predominantly stored in electronic form, it can be 
compromised by cybercriminals. Cybercrime involving protected health informa-
tion threatens to undermine the level of trust between patients and the health orga-
nizations maintaining their information. The growing market for health data 
ensures health data will be shared with an increasing number of parties, spanning 
far from the original party with whom the individual’s health information was 
shared – likely, the individual’s healthcare provider (Davis 2019). This increased 
sharing leads to a larger threat that the shared data will be compromised through 
a cyberattack as cybersecurity safeguards and measures will likely not be uni-
formly stringent among the multiple actors possessing valuable health data (Davis 
2019). Safeguards refer to protective measures prescribed to meet the security 
requirements (i.e., confidentiality, integrity, and availability) specified for an 
information system. A brief overview of the various threats cybercriminals employ 
demonstrates the varied threat posed by cybercrime to the safety of health 
information.

Phishing is a method of cyber hacking involving emails sent to a member of an 
organization or to several members of an organization that appear to be sent from a 
credible source (Ingalls 2021). The hacker who sent the email attempts to induce the 
recipient to disclose sensitive information regarding the organization, such as login 
or password information (Ingalls 2021). The hacker may also attempt to lure the 
member into opening a fraudulent webpage, resulting in the installation of malware 
onto the organization’s computer (Ingalls 2021). Spear phishing is a specific form 
of phishing in which a message is targeted to a specific employee of an organization 
(Ingalls 2021).

Keylogging refers to the activity of covertly logging a computer user’s keystrokes 
on the computer’s keyboard by infecting the target computer (Ingalls 2021). The 
user is generally unaware their keystrokes are being logged and, therefore, may 
unwillingly be transmitting sensitive information to the hacker (Ingalls 2021).

Ransomware is a type of computer malware designed to extort ransom pay-
ments from its targets (DeMuro 2017). Ransomware acts by infecting a com-
puter, disabling the entire computer or disabling specific functions of the 
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computer, and presenting a message on the computer screen demanding a ransom 
payment in exchange for regaining the computer’s functionality (DeMuro 2017). 
Ransomware has taken on many different forms and continues to evolve since its 
creation many years ago (DeMuro 2017). All healthcare organizations need to be 
prepared to prevent, protect against, and manage a ransomware attack to ensure 
the privacy of their patients and others who have entrusted the organization with 
their data.

Denial-of-Service (DoS) attacks occur when hackers disrupt an organization’s 
computer systems by flooding them with multiple, unnecessary requests, over-
whelming the system (Ingalls 2021). DoS hackers often make use of several, 
internet- connected devices to send the target system unnecessary requests in a coor-
dinated manner (Ingalls 2021). The use of a network of devices in this manner is 
often referred to as a “botnet.” (Ingalls 2021).

Malware is a general term referring to software designed to cause damage to a 
computer system (Ingalls 2021). Adware is a specific form of malware designed to 
automatically generate advertisements for specific companies onto the infected 
computer (Ingalls 2021). Spyware is a form of malware that tracks the information 
stored onto a computer as well as the computer’s activity and transmits the informa-
tion to an outside source (Ingalls 2021).

The techniques hackers use to compromise sensitive data, including health data, 
are constantly evolving. A strong cybersecurity framework and consistent anti- 
hacking practices can reduce the risk of cybercrime, but even unsuccessful attempted 
cybercrimes can erode patient trust in the security of their information. The threats 
posed to health information, as well as its value, call into question the level of duty 
healthcare organizations owe to their clients to keep their information safe.

 Fiduciary Relationships in the Field of Healthcare

Fiduciary relationships describe a variety of interactions between health care pro-
viders and patients, in which patients rely upon individuals and organizations with 
greater knowledge, skills, and power than themselves to promote their best interests 
regarding their health (Furrow 2009). Generally speaking, the legal concept of a 
fiduciary requires those with greater power and knowledge to exercise the skill, 
judgment, integrity, and discretion necessary to protect the individual with less 
power who is generally dependent on the stronger party (Furrow 2009).

Judiciaries have recognized many different types of fiduciary relationships, 
including the relationships between: attorney and client, corporate management and 
shareholder, guardian and ward, trustee and beneficiary, bank and customer, agent 
and principal, as well as doctor and patient (Furrow 2009). A fiduciary relationship 
generally involves: (1) a party providing a service or good requiring a level of 
knowledge and expertise beyond that possessed by the general public; (2) a second- 
party, without the requisite knowledge and expertise of the first, availing itself of the 
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service or good offered by the first-party; (3) reliance by the second-party on the 
first-party regarding the rendering of the service or good (Furrow 2009). These ele-
ments generally create a fiduciary duty, that is, a legal duty on the part of the fidu-
ciary holder to act with a degree of care, honesty, integrity, discretion, judgment, 
knowledge, and skill, which is greater than the degree of care owed by a person not 
acting as a fiduciary (Furrow 2009). Fiduciary duties are generally separate from the 
ordinary duties owed under tort law to conform to some standard of reasonable care 
(Furrow 2009). Breach of a fiduciary duty can expose the fiduciary holder to liabil-
ity from those dependent upon them (Furrow 2009).

 The Fiduciary Relationship Between Medical Provider 
and Patient

Some jurisdictions have long recognized the existence of a fiduciary relationship 
between a medical provider and their patients. Arguably, the Hippocratic Oath, 
established by early Greek physicians, sought to impose a heightened standard of 
care on physicians regarding their patients, which could be viewed as a fiduciary 
duty (Hajar 2017). The physician-patient fiduciary duty is generally viewed as an 
equitable or moral doctrine (Furrow 2009).

The parameters of the physician-patient fiduciary vary by jurisdiction. Generally, 
the physician-patient relationship requires physicians to prescribe and apply treat-
ment with the competence, knowledge, care, discretion, and judgment in the best 
interests of the patient (Furrow 2009). Physicians are generally prohibited from 
willfully failing to disclose pertinent information regarding the patient’s health or 
possible treatment options (Murray 2012). There are generally exceptions to this 
prohibition, involving the incapacity of the patient, such that the patient would be 
unable to comprehend the information communicated to them and also where the 
potential harm caused by delivering the information would likely outweigh the ben-
efits (Murray 2012). Physicians are generally prohibited from disclosing the 
patient’s health status to unauthorized individuals or organizations (Furrow 2009). 
Physicians are further prohibited from exerting influence over a patient for their 
own personal gain. While this type of personal gain can take many different forms, 
it often takes the form of financial gain.

The concept of the medical provider as a holder of a fiduciary duty carrying the 
responsibility to safeguard patients creates a special relationship between provider 
and patient (Furrow 2009). The provider is in a unique position of power, given their 
education, training, and skill, which are not available to the general public and given 
the particular vulnerabilities of their patients (Furrow 2009). At its core, the fidu-
ciary duty owed by individual provider to patient, is grounded in the personal nature 
of the relationship between the two (Furrow 2009). Such a relationship is generally 
not present in the relationship between patient and health organization.
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 The Fiduciary Relationship Between Healthcare Organizations 
and Patients

Unlike individual providers of healthcare, healthcare organizations, including hos-
pitals, medical offices, nursing homes, pharmacies, etc., are businesses (Furrow 
2009). The relationship between the healthcare organization and the patient is more 
distant than the relationship between healthcare provider and patient (Furrow 2009). 
Often, this distance gives the patient the impression that their relationship and the 
duty owed to them emanates from the provider, as opposed to the organization. 
However, the unique vulnerabilities of healthcare patients dependent on, not merely 
the provider, but also the system governing the provider and, to a certain extent, 
governing the care provided to the patient (Furrow 2009).

Healthcare organizations have been found to owe a fiduciary duty to their patients 
in certain jurisdictions (Furrow 2009). As examples, hospitals, nursing homes, 
health insurance providers, and pharmaceutical organizations have, to some degree, 
all been held to a higher degree of care in regard to their clients than a non- healthcare 
organization, suggesting the existence of a fiduciary duty (Furrow 2009). However, 
the parameters of this duty are not established to the degree of the fiduciary duty 
imposed on physicians, which has existed long before any fiduciary duty imposed 
on a healthcare organization.

Legal scholars have argued that the current state of fiduciary law as it pertains to 
the healthcare field, fails to adequately protect patients due to the increased com-
plexity regarding how care is provided and how payment is received (Miller 1983). 
Healthcare in some jurisdictions, such as the United States, has shifted toward an 
institutional model, whereby care is rendered by one or more providers, but pay-
ment is subject to a separate process, often with an intermediary, a health insurance 
company, present in the relationship (Tikkanen et  al. 2020). Health insurance in 
these jurisdictions has become more prevalent nationwide and has assumed an 
increasing amount of the financial burden regarding the provision of care. Often, the 
cost to the patient of the care they are receiving is unknown until the patient’s insur-
ance company weighs in pursuant to the contract between the patient and their 
insurer (Tikkanen et al. 2020).

On the other hand, many countries in the EU have shifted toward a universal 
health model of medicine, whereby the cost and quality of care are regulated by 
national government entities (Janus and Minvielle 2017). Citizens are required to 
pay into this system, generally through taxation (Janus and Minvielle 2017). After a 
citizen has paid in to the system, they are generally free to obtain care from any 
healthcare provider of their choosing, while the national government provides for 
the cost of care (Janus and Minvielle 2017).

These systems call into question which parties hold fiduciary duties and to what 
extent? In institutional models, health insurers often wade into the provider’s role 
regarding the necessity of care rendered to the patient and will generally only cover 
services allowed under the contract between insurer and insured that are reasonably 
necessary to treat an insured’s medical condition. Of course, prescribing treatment 
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that is necessary to treat a patient’s medical condition has traditionally been at the 
core of the fiduciary duty owed by the provider. In universal health models, national 
governments generally provide for the payment of health services, through taxation, 
but the governments also ensure the quality of care provided and, in certain EU 
countries, healthcare providers are considered employees of the national govern-
ment. The abilities of insurers or governments to weigh in on the quality of care and 
the payment of care decisions clouds the nature of the fiduciary duty owed by the 
provider, the insurer, or the government.

Furthermore, patients worldwide no longer receive care exclusively from a sin-
gle point of service, as was more common historically (Arora et al. 2015). The field 
of medicine has become more specialized and providers will generally refer a 
patient to a number of different providers in order to address a patient’s diverse 
health needs (Arora et al. 2015). As the healthcare field has also grown in complex-
ity, providers have moved toward outsourcing the financial and management aspects 
of healthcare to separate departments or, in some circumstances, to separate organi-
zations altogether (Arora et al. 2015). This results in a multitude of relationships 
involving the patient, which may or may not involve fiduciary duties.

The assumed roles of healthcare organizations, health insurers, and national gov-
ernments, regarding the payment and quality of a patient’s care represent a blending 
of roles traditionally held exclusively by the healthcare provider necessitates that 
the patient’s health data will be shared among members of at least two of these 
institutions. When the patient’s health data was merely in the possession of the 
healthcare provider, it was clear that the duty to maintain the patient’s health data 
rested with the provider. However, the intermingling of responsibilities among pro-
viders, insurers, and governments, makes it less clear which actors hold the respon-
sibility to maintain and safeguard a patient’s information.

 The Fiduciary Duty of a Healthcare Organization to Maintain 
Health Data

The threat of losing clients is not sufficient to encourage those in possession of 
health data to protect their client’s privacy interests (Dobkin 2018). A person who 
relinquishes their health data generally is not fully aware how their data will be used 
or who will ultimately possess their data (Dobkin 2018). The increases in the mon-
etary value of health data and health data sharing, as well as the constant, often 
high-profile, threat of cyberattacks targeting health data, has led to heightened 
duties of care being imposed on organizations regarding their maintenance of indi-
vidual health data (Dobkin 2018).

Physicians and other healthcare providers generally owe a duty to their patients 
to maintain the confidentiality of communications regarding the patient’s health 
(Furrow 2009). This duty falls under the fiduciary duty owed by physicians (Furrow 
2009). This same duty is generally extended to healthcare organizations which are 
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often provided information as either providers of care themselves or pursuant to an 
agreement between the organization and the physician to maintain the confidential-
ity of a patient’s health information (Furrow 2009).

The digital age, while vastly improving the quantity and quality of health infor-
mation available to healthcare providers, has complicated the nature of the duty 
providers and health organizations owe to patients regarding patient health informa-
tion. The shift toward electronic information necessitates the assistance of non- 
health professionals to maintain the integrity and security of patient information. 
Further, the threat of cybercriminals attempting to access health information poses 
challenges health providers in the pre-digital age could not have fathomed.

Complicating the nature of a fiduciary duty owed by healthcare organizations to 
the individuals whose data is in the possession of the organizations, are the increas-
ing number of organizations in the business of health, but not as direct providers of 
care. Organizations focused on health technology, such as exercise, diet, or lifestyle 
applications, but not actually providing healthcare to a patient, operate in the health 
market and often possess health data (Licea 2019). Unlike the relationship between 
a healthcare provider and patient in which a patient discloses their health informa-
tion in a collaborative effort to ensure they receive the highest quality and most 
accurate care from the provider, the relationship between a health application and 
user is quite different in that the user inputs their health data to the device in their 
efforts to obtain the greatest use from the device (Licea 2019). Viewing the health 
app device as merely a tool, can lead users to fail to consider that their health data 
may be accessed from the device by the owners of the app and, potentially, by third 
parties (Licea 2019).

These rapid changes in the health information landscape brings forth yet another 
issue regarding the fiduciary duties owed to individuals by healthcare organizations: 
whether a fiduciary duty is owed by a healthcare organization to maintain a patient’s 
electronic health information. When viewed in a more basic context – whether an 
individual healthcare provider owes a fiduciary duty to maintain a patient’s health 
information – answering this issue in the affirmative seems simple. However, as 
discussed previously, the model of healthcare has become more complex globally. 
Can this issue be answered as easily when, instead of a health provider, an organiza-
tion which does not directly provide care is maintaining the patient’s information? 
Should health insurers be held to this same duty? What duty is owed by organiza-
tions tasked solely with housing healthcare information? Should developers of 
“smart” products and “smart” electronic applications, such as fitness appliances, 
which track a user’s health information, be held to the same fiduciary duty to main-
tain the user’s health information? These are the issues facing lawmakers, courts, 
healthcare providers, health organizations, developers of health-related products, 
patients, and consumers. These issues have lead some to call for the creation of 
fiduciary duties being placed on individuals in possession of health data, referred to 
as health data fiduciaries, which are individuals or organizations which determine 
the purpose and means by which personal information will be processed and are, as 
a result of the valuable and sensitive information they possess, held to comply with 
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higher standards of care than individuals or organizations that are not in possession 
of protected health information.

Definitive answers to these questions are rare given the constant expansion of 
healthcare and health technology, outpacing international legal and legislative sys-
tems. As such, the concept of a health data fiduciary remains poorly developed. 
However, many jurisdictions have made efforts to establish legal frameworks gov-
erning the maintenance, sharing, and security of health information with some juris-
dictions imposing the equivalent of a fiduciary duty on the part of organizations in 
regard to health data. These frameworks vary by country and, in some instances, by 
regional divisions within countries. Some countries have addressed health informa-
tion within laws separate from other forms of sensitive information, while other 
countries have addressed health information within the same laws as other forms of 
information. A review of a selection of these legal frameworks from across the 
globe demonstrates that lawmakers in each country will often incorporate aspects of 
another country’s framework into their own laws. This review is helpful to under-
stand the means by which health information is being protected across many juris-
dictions but is also helpful to predict how other countries may form their own health 
information laws in the future by using the existing laws as models.

 National Health Data Privacy & Security Laws

Data privacy laws currently exist in a majority of nations worldwide (iSight 2021). 
This section provides an illustrative scan of data privacy laws in nations on each 
continent. The select nations were chosen as a representative sample of those nations 
which have passed health data privacy and security legislation intended to apply 
nationwide. The privacy laws discussed represent attempts to structure the duties 
owed by healthcare organizations and third parties over patient health data in their 
possession.

 The United States of America

In the United States, fiduciary duties have been held to apply to trustees, bankers, 
corporate board members, guardians, lawyers, and medical providers. There is no 
consensus among United States’ courts to extend fiduciary duties to all entities in 
possession of private health information aside from the direct provider of care. This 
issue is dealt with more specifically by the United States’ signature health informa-
tion privacy law.

In 1996, the United States passed the Health Insurance Portability and 
Accountability Act (HIPAA), addressing the privacy of patient health information. 
HIPAA establishes patient rights to access their private health information, trust that 
their information is being held securely and only being used for purposes consistent 
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with their well-being and amend or correct their information for accuracy  (Health 
Insurance Portability and Accountability Act (1936)). Informed consent is necessary 
for the initial collection of personal health information and for uses of personal health 
information outside of the scope of medical treatment. HIPAA can be divided, for 
purposes of simplicity, into three broad categories of rules, each designating a primary 
goal of HIPAA: (1) Privacy Rule; (2) Security Rule; and (3) Breach Notification Rule.

The HIPAA Privacy Rule creates standards applicable across the entire United 
States designed to protect private health information. The Privacy Rule applies to a 
certain type of information, known as “protected health information.” Protected 
health information, also referred to as “individually identifiable health information,” 
is information relating to: “[T]he individual’s past, present, or future physical or 
mental health or condition; the provision of health care to the individual; or the 
past, present, or future payment for the provision of health care to the individual,” 
which either identifies a specific person or which can reasonably identify that person.

Individually identifiable health information cannot be used by entities covered 
by HIPAA for any reason other than the treatment-related reasons allowed in the 
Privacy Rule or if the individual, whose information is at issue authorizes, in writ-
ing, the information to be used for specific purposes. The information cannot be 
disclosed by covered entities unless it is disclosed to the individuals themselves, 
upon request, or to certain government agencies if there is an ongoing investigation. 
Covered entities also may use or disclose this information for the organization to 
treat, pay, and conduct other healthcare activities.

The HIPAA Security Rule requires that entities covered by the Act implement 
measures that can lower an entity’s risk of a cyberattack. The Security Rule applies 
to a specific type of protected health information, referred to as “electronic pro-
tected health information.” Electronic protected health information is protected 
health information transmitted by the organization using some electronic means.

The Security Rule requires organizations to conduct regular risk analyses to 
detect potential vulnerabilities to the electronic protected health information being 
stored by the organization. The organization then must work to minimize these vul-
nerabilities. Organizations must have protocols in place to detect and prevent mali-
cious software from infecting their computer systems. Users of healthcare 
organizations’ computer systems must be trained on how to protect their systems 
against malicious software and report any suspicions that malicious software has 
infected one of the organization’s systems.

The Security Rule further requires healthcare organizations to use access con-
trols, allowing only necessary users to have access to electronic protected health 
information. The Security Rule requires organizations to conduct risk analyses of 
all threats to any electronic protected health information generated by the organiza-
tion or its affiliates to determine if any electronic protected health information is in 
jeopardy of theft, exposure, or loss. Covered entities must also demonstrate that 
their entire workforce is in compliance with the Security Rule.

To put individuals who have been negatively affected by a breach of personal 
health information on alert, HIPAA provides for a number of rules requiring health-
care organizations to notify different parties in the case of a breach. These provisions 
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are in HIPAA’s Breach Notification Rule. The Breach Notification Rule applies to all 
protected health information, not only electronic protected health information.

Under title 45, section 164.402 of the U.S. Code of Federal Regulations, a breach 
is defined as: “[T]he acquisition, access, use, or disclosure of protected health 
information in a manner not permitted,. .. which compromises the security or pri-
vacy of the protected health information” (45 C.F.R. § 164.402). Any impermissible 
use of protected health information is presumptively a breach requiring notification, 
unless the covered entity is able to demonstrate that there is a low likelihood that the 
protected health information was actually compromised. If a covered entity com-
mits a breach that involves unsecured protected health information, the entity is 
required to make disclosures to the U.S. Department of Health and Human Services, 
any individuals who may be affected by the breach, and, depending on the circum-
stances, to the public through the media.

HIPAA permits an organization to share health information with a third-party 
organization, upon the execution of a third-party vendor agreement. If the organiza-
tion initially hosting the health information shares the information with a third-party 
vendor, the initial organization retains responsibility over the information and must 
still ensure its use and security is compliant with HIPAA.

There are some forms of health information that are not covered by HIPAA and 
are dealt with more specifically by other U.S. laws, such as genetic information, 
which is addressed by the Genetic Information Nondiscrimination Act of 2008 
(GINA)  (United States of America,  Genetic Information Nondiscrimination Act 
(2009)). The primary purpose of GINA is to prohibit discrimination based genetic 
information. GINA has separate parts dealing with discrimination regarding health 
insurance and discrimination regarding employment. Federal legislation creating 
the Substance Abuse and Mental Health Services Administration (SAMHSA) also 
created regulations regarding the privacy and authorized disclosures of patient sub-
stance abuse records  (Confidentiality of Substance Use Disorder Patient Records 
(2017)). The Privacy Act of 1974 provides for the regulation of personal informa-
tion held by U.S. government agencies (Privacy Act of 1974 (1974)). These federal 
statutes pertain less to personal health information, so they are only briefly men-
tioned here. Many individual states within the United States also have their own 
health information privacy laws applicable to individuals and organizations operat-
ing within the confines of the state’s borders, including biometric information pri-
vacy laws, which are growing in prevalence in the United States.

 The European Union

The General Data Privacy Regulation (GDPR) is a regulation passed by the European 
Union (EU) in 2016 (EU General Data Protection Regulation: Regulation (2016)). 
More than any other national data privacy law, the GDPR has served as a model data 
privacy law for other nations. The GDPR applies to all EU member states and many 
EU member states have passed their own data privacy laws implementing the GDPR.
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Under the GDPR, organizations maintaining personal health information must 
inform patients of the organizations use of the patient’s information and may only 
use such information for a legitimate purpose. Organizations may only retain health 
information until its purpose is completed and may only use the health information 
necessary to complete its purpose.

Patients have the right to know what information is being used and the purpose 
for the use, as well as to amend incorrect information. Informed consent from the 
patient is required if their health information will be used by the organization out-
side of its original purpose.

The GDPR also contains several information security provisions. Organizations 
must establish minimum, documented procedures to safeguard the health informa-
tion in its possession. Information security trainings are also required to be con-
ducted by the organization for any employees maintaining the information. It is 
recommended, under the GDPR, that organizations assign a data protection officer, 
whose role it is to oversee the organization’s compliance with the GDPR and to 
ensure the security of the stored information. The GDPR also features breach noti-
fication provisions, requiring an organization to notify those negatively impacted by 
an information security breach within seventy-two hours.

Information-sharing by the organization with third-parties is permitted under the 
GDPR, however, the sharing organization retains responsibility for any compromise 
of the shared information and is further responsible for ensuring the third-party 
complies with the GDPR in relation to the shared information.

The “right to be forgotten” is featured in Article 17 of the GDPR and provides 
that health organizations must erase any health information in its possession upon 
the individual’s request if the purpose for which the organization held the informa-
tion has been accomplished, the organization only used the information for market-
ing purposes, or if the organization only used the individual’s information subject to 
the individual’s consent and that consent has now been revoked.

In addition to the GDPR, another important health data protection law in the EU 
is the establishment of the Working Party on the Protection of Individuals with 
regard to the Processing of Personal Data (Article 29 of Directive 95/46/EC (2007)). 
Article 29 addressed the EU health care industry directly. Article 29 provides 
requirements for health information collected by healthcare organizations in elec-
tronic form. The collection of health information must be for the purpose of provid-
ing healthcare services.

 Canada

In Canada, the Personal Information Protection and Electronic Documents Act 
(PIPEDA) is the primary health data protection law applying to Canada (Canada, 
Personal Information (2000)). PIPEDA applies to Canadian organizations maintain-
ing, collecting, and using personal information, including personal health 
information.
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The provinces of Alberta, British Columbia, Labrador, New Brunswick, 
Newfoundland, Nova Scotia, and Quebec have their own privacy laws as well, 
which are substantially similar to PIPEDA. Organizations with substantially similar 
privacy laws are exempt from PIPEDA regarding the maintenance, storage, and use 
of health information within the particular province.

PIPEDA generally requires organizations in possession of patients’ health infor-
mation to abide by ten equitable principles in regard to the organization’s handling 
of the health information.

 1. The principle of Accountability requires organizations to appoint an informa-
tion privacy official responsible for the organization’s compliance with PIPEDA 
and for the maintenance. The organization must, further, maintain the health 
information in its possession and implement reasonable measures to protect the 
information in its possession.

 2. The principle of Identifying Purposes requires organizations to identify the pur-
poses for the organization’s collection and use of a patient’s personal health 
information. In the event the organization seeks to fulfill a new purpose, it is 
required to obtain the patient’s consent to the new purpose.

 3. The principle of Consent requires the organization obtain informed consent 
from the patient upon collecting, using, and disclosing the patient’s personal 
health information. Consent can be withdrawn by the patient at any point in 
time. There is not a strict rule under PIPEDA regarding the form of consent, but 
instead the form of consent should be commensurate with the sensitivity of the 
information or transaction involved.

 4. The principle of Limiting Collection requires organizations to only collect the 
amount of patient health information that is necessary for the organization to 
fulfill its consented-to purpose. It is further required that organizations only 
collect information using legitimate, lawful methods.

 5. Similar to the previous principle, the principle of Limiting Use, Disclosure, and 
Retention requires organizations to limit the information used, disclosed, and 
retained only to the extent necessary to fulfill its stated purpose. The organiza-
tion must also be capable of explaining the reasoning behind its use, disclosure, 
and retention of health information.

 6. The principle of Accuracy requires organizations to make reasonable efforts to 
ensure the patient health information in its information is accurate and current. 
The organization is recommended to implement policies regarding regularly 
updating certain categories of information.

 7. The principle of Safeguards requires organizations to put into practice security 
policies designed to protect patient health information. These policies are 
required to be regularly reviewed and updated. Employees handling health 
information must be trained and made aware of the organization’s safeguard 
policies. The level of protection offered by an organization’s safeguards should 
be commensurate with the value, sensitivity, and risk posed to the information 
in the organization’s possession.
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 8. The next principle, Openness, requires organizations to make their information 
management and privacy policies available to the general public, clear, and rea-
sonably understandable.

 9. The principle of Individual Access grants individuals the right to access their 
health information in the possession of an organization. The organization must 
respond to patient requests to access their information within 30  days upon 
receipt of the patient’s request. This 30-day limit may only be extended in cir-
cumstances under which it would be unreasonable for the organization to 
respond within 30 days. In addition to patient information itself, the organiza-
tion must also disclose how a patient’s information has been used by the orga-
nization. This principle also gives patients the right to have their information 
amended for accuracy.

 10. The final principle, that of Challenging Compliance, gives individuals the right 
to challenge an organization’s compliance with PIPEDA. A successful chal-
lenge alleging an organization has failed to comply with the PIPEDA principles 
will require the organization to come into PIPEDA compliance. Organizations 
must have procedures regarding the handling of PIPEDA compliance challenges.

 Mexico

Mexico recognizes the privacy of personal data as a constitutional, fundamental 
right. Mexico then passed the Federal Law on Protection of Personal Data Held by 
Private Parties in 2010  (United Mexican States (2010)). In 2013, the National 
Institute for Access to Information and Protection of Personal Data (INAI), issued 
the Guidelines on Privacy Notices, establishing the primary information privacy 
framework applicable to health information in Mexico (National Institute for Access 
to Information and Protection of Personal Data (2013)).

Under the guidelines, an organization must obtain a patient’s written, informed 
consent before possessing their health information. Certain exceptions apply to the 
consent rule, such as in situations where consent cannot be given due to the health 
condition of the patient and medical care is necessary to prevent additional harm.

Generally, an organization is bound by the principles of legality, consent, quality, 
loyalty, proportionality, and accountability in its obligations to maintain a patient’s 
personal health information. Organizations are required to implement security mea-
sures intended to safeguard personal health information from loss, unauthorized use, 
or unauthorized access. Further, organizations must only use health information in 
accordance with the purpose stipulated by the patient and the information may be 
altered or destroyed at the direction of the patient. Patient health information may only 
be possessed by an organization for as long as necessary to fulfill its stated purpose.

The guidelines permit transfers of health information to third-parties. Transfers 
of health information require the execution of data transfer agreements. Further, the 
informed consent of the patient must be granted as well.
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Organizations maintaining health information are required to appoint a data pro-
tection officer. The data protection officer is tasked with ensuring the organization’s 
compliance with the guidelines, ensuring the protection of health information, and 
responding to patient inquiries regarding their information.

The guidelines provide for a breach notification requirement. Organizations 
maintaining health information are required to disclose, immediately, the existence 
of any breach, unauthorized disclosure, or unauthorized use of a patient’s health 
information to the patient. The nature of the incident, the information at risk, recom-
mendations, remedial actions, and a method of obtaining additional information 
must, at a minimum, be included in the organization’s disclosure.

 Brazil

On August 14, 2018, Brazil passed its signature legislation providing for the protec-
tion of individual data, including health data (Federative Republic of Brazil (2018)). 
The Lei Geral de Protecao de Dados (LGPD) was modeled after the GDPR and 
defines personal data to include health, genetic, and biometric data.

The LGPD provides ten bases for which and organization may collect health 
data, which includes collecting data with the consent of the individual. Consent to 
the collection of an individual’s health data must be informed and provided in writ-
ing. An individual’s consent to the collection and use of their health data must pro-
vide for the purpose of the collection and the permitted uses of the individual’s 
health data. The organization must remain within the permitted purpose and permit-
ted use to which the individual gave their consent. The individual has the right to 
revoke their consent at any point in time.

The individual has the right to access their health information upon request and 
may also request to the organization cease to use their health information even if the 
organization remains within the permitted use of the information.

The LGPD also provides requirements for the security of health information in 
the possession of organizations. Organizations are required to adopt reasonable 
security measures to protect an individual’s personal health information. Further, 
organizations are required to notify an individual if their health information has 
been compromised. Organizations must also notify the regulatory agency tasked 
with enforcing the LGPD of any comprise of personal health information.

 Argentina

The Argentina Protection of Personal Information Act (POPIA) was passed in the 
year 2000  (Argentine Republic (2000)). A new personal data protection bill has 
been proposed in Argentina with similarities to the GDPR, but has yet to be passed. 
POPIA remains the primary legal authority in Argentina regarding personal data, 
including health data, privacy.
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According to POPIA, personal health data may only be collected and used by an 
organization upon receiving written, informed consent from the individual. 
However, if the personal health data has been anonymized, it ceases to be consid-
ered personal health data under POIA and no consent is necessary to collect and use 
the anonymized data.

Personal health data may only be collected for legal, relevant purposes and may 
not be used beyond the scope of the intended purpose. Individuals have the right to 
request a full accounting of their personal health data, including copies of the data 
in the organization’s possession, the purpose for the collection, and any use of the 
data. Transfer of an individual’s personal health information is impermissible with-
out the individual’s informed, written consent.

POPIA uses the term “data controllers,” but does not define the term. A data 
controller under POPIA seems to function similarly to a data control officer, which 
is provided for in other national personal data privacy laws. Data controllers, under 
POPIA, must be designated by organizations in possession of personal health data. 
The controllers must implement technical security measures to protect personal 
information in the organization’s possession. Data controllers must also ensure 
health information remains private and secure in the organization’s care.

 South Africa

South Africa passed its Protection of Personal Information Act (POPIA) on 
November 19, 2013 (Republic of South Africa (2013)). Under POPIA, “special per-
sonal information” is protected and this term specifically includes personal health 
information. POPIA features eight conditions by which organizations in possession 
of special personal information must abide.

 1. Accountability: This Condition requires organizations to ensure the remaining 
conditions are complied with before collecting or using personal health informa-
tion. The Condition also requires continued compliance with POIPA throughout 
the organization’s use of the information.

 2. Processing Limitation: This Condition requires organizations to use personal 
health information only in a manner that does not risk the individual’s privacy. 
Organizations must only use the amount of data and only the data relevant to 
fulfill its stated purpose to which the individual has consented. Consent must 
also be granted by the individual prior to the organization’s collection or use of 
their health information and the individual may withdraw their consent at any 
time. The organization may only collect health information from the individual 
to whom the information is regarding unless the information is available in a 
public record or the individual consents to collecting their information from 
another source.

 3. Purpose Specification: This Condition requires an organization to only collect 
or use health information for a specific purpose, which is defined, of which the 
individual is aware, and to which the individual has consented. The purpose must 
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be lawful. Once this purpose has been completed, the organization must destroy 
or de-identify the health information in its possession.

 4. Further Processing Limitation: This Condition, similar to Condition 3, requires 
organizations to cease using health information once its purpose for using the 
information is complete unless the individual has given their consent to continue 
using the information, the health information is available in a public record, or if 
the information is necessary to comply with South African law.

 5. Information Quality: This Condition requires organizations to ensure the health 
information it collects and uses is complete and accurate. Individuals have the 
right to amend or supplement the health information in an organization’s posses-
sion if doing so would render the information more complete or accurate.

 6. Openness from the organization: This Condition requires organizations using 
health information to document the information in its possession as well as to 
document the uses of the information. Individuals are entitled to know under 
POPIA how their information is collected, what information has been collected, 
the purpose of the collection, the organization’s contact information, intentions 
to transfer the information to a third-party, and the legal requirements regarding 
the collection and use of their information.

 7. Security Safeguards: Under this Condition, organizations must provide for the 
security of health information in their possession. The Condition requires the 
implementation of technical safeguards, employee awareness and security train-
ing, risk assessments, and threat analyses. Breach notification requirements are 
also provided for under Condition 7, requiring organizations to make individuals 
affected by a breach of their information aware of the breach and the extent to 
which their information may have been compromised. Third-party sharing of 
information is permitted under this Condition, but only with the individual’s 
consent and upon execution of a third-party agreement, by which the third-party 
accepts its compliance obligations under POPIA.

 8. Data Subject Participation: The rights of individuals regarding the collection 
and use of their health information are provided for in this Condition. Individuals 
have the right to access their information within a reasonable time. Individuals 
have the right to be made aware of uses of their information, the information 
collected, and the purposes behind the uses and collection. Further, individuals 
have the rights to amend or supplement their information.

 Uganda

In February 2019, Uganda passed its Data Protection and Privacy Act (DPPA), 
which seeks to protect its citizens’ expectations of privacy regarding the collection 
and use of their personal information, including health information  (Republic of 
Uganda (2019)). The Act broadly prohibits organizations from collecting, holding, 
and using personal information which invades the privacy of an individual.

The Act requires organizations to be accountable for the health information in their 
possession. Organizations may only collect and use information for lawful purposes. 
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Only the minimal amount of information may be collected and used to fulfill the law-
ful purpose. The information may only be retained by the organization for the amount 
of time needed to fulfill its purpose. The information in the organization’s possession 
must be complete and accurate and individuals have the right to amend their informa-
tion. Further, informed consent on the part of the individual is required before their 
health information may be collected or used by an organization.

Transparency is required in an organization’s relations with the individual whose 
health information is in its possession. Individuals have the right to access their 
health information. The Act further gives individuals the rights to amend or supple-
ment their health information and to demand an organization cease its use of their 
health information.

Security safeguards must be implemented to protect personal health data. 
Safeguards should include risk assessment, threat analyses, and training of employ-
ees. Complaints may be made to government authorities for an organization’s fail-
ure to comply with DPPA.

 Japan

Japan passed one of the earliest privacy laws in Asia. Passed in 2003, the Act on the 
Protection of Personal Information (APPI), is Japan’s primary personal health data 
privacy law. It has been amended and enhanced in recent years to keep pace with 
technological developments  (Japan (2003)). The recent changes make the APPI 
more similar to the GDPR.

Like the GDPR, the APPI requires the individual’s informed consent prior to the 
collection and use of personal health information. Personal health information may 
only be transferred to third parties upon the organization’s obtaining written, 
informed consent from the individual. As with most data privacy laws, the organiza-
tion is only permitted to obtain a reasonable amount of information to further the 
organization’s proper purpose and the individual has the right to access, amend, or 
supplement its data.

The APPI established a Personal Information Protection Commission (PPC), the 
governing authority regarding data protection in Japan. The APPI contains breach 
notification provisions, under which an organization in possession of personal 
health information must notify the PPC and the individual involved, in the event of 
a compromise or breach of personal health information.

Organizations are required to maintain the security of personal health informa-
tion. The APPI requires reasonable steps be taken to ensure the accuracy, security, 
privacy, and supervision of personal health information. Unlike other data privacy 
laws, the APPI does not require the appointment of a data protection officer. 
Organizations are tasked with ensuring their own compliance with the APPI and for 
maintaining the security and privacy of the health data in their possession and, 
despite the fact that the APPI does not require the appointment of a data protection 
officer per se, the APPI does require organizations to name an individual who will 
control the personal health information in the possession of the organization.
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Importantly, the more recent amendments to the APPI allow organizations to 
avoid many of the individual rights provisions of the APPI if the organizations ano-
nymize the health data in their possession to the extent the data cannot reasonably 
be traced to the individual. This provision was not featured in the original APPI.

 South Korea

Enacted in 2011, South Korea’s Personal Information Protection Act (PIPA) is 
among Asia’s most stringent personal data protection laws  (Republic of Korea 
(2011)). PIPA’s definition of personal data includes health data and biological data.

Organizations in possession of personal health data are required by PIPA to make 
their data privacy and protection policies public. Individuals are entitled to access 
their personal health information within 10 days of requesting said information and 
an individual’s information cannot be obtained or used without the individual’s 
informed consent. The purpose for which organizations collect and use personal 
health data must be legitimate and organizations must operate within that purpose.

Under PIPA, organizations are required to maintain and secure the personal 
health information in its possession. Organizations are required to ensure the infor-
mation in its possession is complete and accurate and individuals maintain the rights 
to amend and to order the destruction of their personal health data.

 Philippines

In 2012 the Philippines passed its Data Privacy Act, the comprehensive personal 
data privacy law for the country (Republic of the Philippines (2011)). The law is 
applicable to all individuals or organizations that possess and use personal data, 
including health data. The Data Privacy Act also created a National Privacy 
Commission designated as the government enforcement agency of the Act. The 
final rules and regulations regarding the Data Privacy Act were applied in 2016.

As with the personal data laws in other nations, the Data Privacy Act in the 
Philippines requires organizations to designate a legitimate, legal purpose for its 
collection and use of personal health information. The individual’s consent is 
required prior to the organization’s collection and use of that individual’s health 
data and the organization may only use an individual’s health data within the pur-
pose to which the individual consented.

Third-party sharing of personal health information is permitted by the Data 
Privacy Act. Organizations must, however, enter into agreements with the third par-
ties who will possess and use the personal health data, subjecting the Third-party to 
the same obligations under the Data Privacy Act as the original organization.

The Data Privacy Act features a security framework, providing for the protection 
of personal health data. Organizations are required to maintain the reasonable 
expectations of privacy that individuals have in regard to their health information. 
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An organization’s compliance, or lack thereof, with the Data Privacy Act, is review-
able by the National Privacy Commission. Technical safeguards, employee training, 
risk and threat analyses are all encompassed under the Data Privacy Act.

The law further provides for notification of affected individuals in the event of a 
data breach. Where personal health information has been compromised or disclosed 
without authorization, the organization originally holding the information must dis-
close the breach to the individual if: (1) the information breached is sensitive in 
nature; (2) the organization holds a reasonable belief that the health information has 
been acquired by an unauthorized party; (3) there is a risk to the individual; and (4) 
the potential harm to the individual is serious in nature.

 Russia

The primary national law in Russia in the area of data protection is the Personal 
Data Law (Russian Federation (2006)). The Personal Data Law protects all personal 
data, including data pertaining to special categories of privacy, such as race, nation-
ality, political opinions, religious beliefs, biometrics, and health.

A data operator can delegate the processing to a Third-party, subject to the data 
subject’s consent, who will be acting under the data operator’s authorization based 
on a processing agreement, or by operation of a special state or municipal act 
(Article 6(3), Personal Data Law).

Organizations may only collect health information lawfully and pursuant to fair-
ness considerations. Only the amount of health information necessary to fulfill the 
organization’s purpose may be collected and the information may only be possessed 
for the length of time necessary to fulfill the organization’s purpose. The organiza-
tion may only use the information to fulfill its stated purpose.

An organization is under the obligation to maintain the security and privacy of 
the health information in its possession pursuant to the Personal Data Law. The Law 
requires organizations to designate a data protection officer who is tasked with 
ensuring the information in the possession of the organization is secure and that the 
organization is compliant with the Personal Data Law. Impact assessments and 
threat analyses must be performed regularly by the data protection officer and 
employees handling personal information must be trained to comply with the orga-
nization’s information security policies.

Patients are granted certain rights in regard to their information under the 
Personal Data Law. Patients have the right to access their information upon request 
and the organization must respond to a patient’s request within 30 days of receipt. 
Patients have the right to amend their health information if it is inaccurate or incom-
plete. The organization must inform patients if information regarding them has been 
obtained from another source. Informed consent from the patient is required before 
any use or collection of their information.

The Personal Data Law does permit organization’s to share health information 
with third-parties, but only upon obtaining the informed consent of the patient and 
only when, and to the extent, necessary to fulfill the organization’s stated purpose 
for using the information.
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 People’s Republic of China

On November 6, 2016, the People’s Republic of China (PRC) passed its 
Cybersecurity Law of the People’s Republic of China, which became effective in 
June, 2017 (People’s Republic of China (2016)). The Cybersecurity Law is broad in 
scope, applying to personal information, information regarding the country’s criti-
cal infrastructure, and the cross-border transfer of information.

Organizations maintaining personal information are prohibited from disclosing, 
altering, or destroying personal information in its possession without the authoriza-
tion of the individual whose personal information has been collected. Individuals 
have the right to request their information be amended, deleted, or released to them. 
An individual’s informed consent is needed to allow an organization to disclose the 
individual’s information to a Third-party. It should be noted however, that these 
privacy and consent provisions do not apply where the organization has de- identified 
the individual’s personal information. The PRC Cybersecurity Law establishes a 
breach notification requirement where personal information has been improperly 
disclosed or improperly accessed by an unauthorized Third-party.

The Cybersecurity Law further establishes a penalty structure for noncompliant 
organizations. Penalties are assessed by regulatory agencies and range from mone-
tary penalties, to licensure suspension.

On August 20, 2021, the PRC passed a new information privacy and security law, 
the Personal Information Protection Law (PIPL). The text of the PIPL has not been 
released at the time of this writing, but is scheduled to become effective on November 
1, 2021. Organizations will need to be in compliance with PIPL by the date of its 
effect to avoid penalties. While the full text of the PIPL remains to be seen, the law 
is intended to serve as the primary data protection law in the PRC.

 India

India has proposed its Personal Data Protection Bill (PDPB) in 2019, but at the time 
of this writing, the Bill has yet to become law (Republic of India (2019)). Many 
expect the Personal Data Protection Bill to be signed into law in 2021. The Personal 
Data Protection Bill draws heavily from the EU’s GDPR. The Bill imposes compli-
ance requirements for all personal data, including health data.

The Bill specifically proposes the term “data fiduciary,” which is an individual or 
organization which determines the purpose and means by which personal informa-
tion will be processed. While the requirements the Bill would impose on a data 
fiduciary are similar to the requirements other national data protection laws impose 
on organizations collecting personal health information, the Bill is unique in its 
designation of all entities processing personal information as “fiduciaries.”

Under the Bill, organizations are required to obtain an individual’s informed 
consent before collecting or using their personal health information. Health 

P. R. DeMuro and H. E. Norwood



511

information may only be used for the purposes to which a patient has given their 
informed consent. Informed consent is also required before making any disclosure 
of a patient’s health information to a third-party.

The Bill requires organizations to provide for the security of health information. 
Organizations must implement security safeguards and provide training to its 
employees regarding the handling and safety of health information. Where several 
other national data protection laws require the selection of a data protection officer, 
The Personal Data Protection Bill would require organizations to select “significant 
data fiduciaries.” Similar to the data protection officers featured in other national 
data protection laws, significant data fiduciaries will be tasked with ensuring the 
organization’s compliance with the Bill, conducting information security analyses 
and audits, and ensuring the security of the information in the possession of the 
organization.

 Australia

The Australia Privacy Principles (APPs) contained within Australia’s Privacy Act 
1988, constitute the primary, national health information protection laws in the 
country (Commonwealth of Australia (1988)). Regulations within Australian state 
and territories also regulate health information privacy. The APPs are divided into 
13 categories of privacy protection.

The Principles require open and transparent management of personal informa-
tion. This Principle requires organizations maintaining health information to have a 
current, express APP privacy policy. Organizations must make reasonable efforts to 
implement procedures to ensure compliance with the APPs.

Under the anonymity and pseudonymity Principles, organizations maintaining 
health information must offer patients the option of anonymity or pseudonymity 
with regard to their health records, with limited exceptions applying if Australian 
law otherwise requires the disclosure of the patient’s identity or if it would not be 
reasonably practicable for the organization to maintain the patient’s anonymity or 
pseudonymity.

The collection of solicited personal information Principle, details when an orga-
nization is permitted to collect solicited personal information. An organization is 
only permitted to solicit and collect personal information that is reasonably neces-
sary for or directly related to a proper purpose. Informed consent from the patient is 
necessary for an organization to collect solicited health information and the organi-
zation may only collect this information from the patient themselves.

The collection of unsolicited personal information Principle pertains to health 
information collected by an organization that has not been requested by the organi-
zation. If the organization collects health information it has not specifically requested 
and that it could not obtain from a pubic source, the organization must destroy or 
deidentify the health information. If the information is obtainable from a public 
source, the organization need not destroy or deidentify the information.
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The Principle regarding notification of the collection of personal information 
pertains to the circumstances where an organization maintaining health information 
must make disclosures to the patient. If a third-party comes into possession of the 
patient’s health information, either intentionally or unintentionally, the organization 
must take reasonable steps to notify the patient.

The Principle pertaining to the use or disclosure of health information details 
where an organization may use or disclose health information in its possession. An 
organization may only disclose health information with the informed consent of the 
patient or, if no informed consent is granted, then only for the original use the infor-
mation was entrusted to the organization.

Two Principles pertain to cross-border disclosures of personal health information 
and the use of government-related identifiers respectively.

The Principle regarding the quality of the health information in the possession of 
the organization, requires organizations to take reasonable measures to ensure the 
accuracy of the health information in its possession and to ensure the information is 
current. The organization must provide for the same requirements with regard to 
information it permissibly discloses to third parties.

The security of health information is detailed in a separate Principle. Organizations 
are required to take reasonable measures to ensure the protection of the health infor-
mation in its possession from theft, misuse, loss, improper disclosure, and loss. This 
same Principle requires organizations to destroy records it no longer requires for its 
permitted use unless the records are publicly available.

Access to health information is encompassed in another Principle. This Principle 
requires an organization to provide a patient their health information upon request. 
Few exceptions apply to this Principle permitting the organization to refuse a 
patient’s right to access their information.

The final Principle grants patients the right to correct the health information in 
the possession of the organization. The organization is required to affirmatively take 
reasonable measures to ensure the accuracy of the information it possesses.

 A Closing Look at International Health Data Legal Frameworks

This survey demonstrates many of the legal efforts made by nations to address the 
lack of clarity regarding a health data fiduciary role applicable to healthcare organi-
zations. Many nations have taken steps toward creating a clear health data fiduciary 
duty. India, in particular, in its pending data privacy legislation, explicitly uses the 
term “data fiduciary.” This term is important as it leaves less doubt as to the nature 
of the relationship between individuals and health data holders. The explicit use of 
the term may also aid judiciaries in interpreting national data privacy acts to deter-
mine novel legal issues in this area. Furthermore, future health data privacy legisla-
tion should place heavier consideration on the issue of health data monetization and 
whether, as a matter of policy, nations wish to regulate whether and the extent to 
which personal health data is permitted to be sold for profit (Tables 22.1 and 22.2).
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Table 22.1 Distinctions among terms

Terms Definitions

Artificial 
intelligence

Intelligence, such as reasoning ability, demonstrated by machines.

Big data A field dedicated to finding solutions to analyze data sets that are too large 
or complex to be analyzed using traditional data-processing application 
software.

Confidentiality Data or information is not made available or disclosed to unauthorized 
persons or processes.

Fiduciary A legal concept in which a heightened duty is owed by an individual with 
greater power and knowledge than another, to exercise the skill, judgment, 
integrity, and discretion necessary to protect the individual with less power 
who is generally dependent on the stronger party

Fiduciary duty A legal duty on the party of a party to act with a degree of care, honesty, 
integrity, discretion, judgment, knowledge, and skill, which is greater than 
the degree of care owed by a person not acting as a fiduciary.

Health data 
fiduciary

Individuals or organizations which determine the purpose and means by 
which personal information will be processed and are, as a result of the 
valuable and sensitive information they possess, held to comply with higher 
standards of care than individuals or organizations that are not in possession 
of protected health information.

Integrity Data or information have not been altered or destroyed in an unauthorized 
manner.

Internet of things 
(IOT)

Physical objects implanted with software that connects and exchanges data 
with other systems via networks.

Personal health 
records (PHR)

Records in the possession of healthcare providers containing sensitive, 
health-related information regarding a patient, often including a patient’s 
name, phone number, address, financial information, insurance information, 
and health history.

Privacy The practice of maintaining the confidentiality and security of protected 
health information.

Protected health 
information (PHI)

Information relating to an individual’s physical or mental health condition, 
the healthcare provided or recommended for that individual, or the payment 
information regarding the provision of healthcare to the individual, which 
either identifies a specific person or which can reasonably identify that 
person.

Right to be 
forgotten

An individual’s right to restrict or eliminate their personal information on 
the internet.

Safeguards Protective measures prescribed to meet the security requirements (i.e., 
confidentiality, integrity, and availability) specified for an information 
system. Safeguards may include security features, management constraints, 
personnel security, and security of physical structures, areas, and devices. 
Synonymous with security controls and countermeasures.

Security Protecting information and information systems from unauthorized access, 
use, disclosure, disruption, modification, or destruction in order to provide 
confidentiality, integrity, and availability.

Telehealth The provision of healthcare services via electronic information and 
telecommunication technologies
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Table 22.2 International health information privacy & security legislation survey

Nation
Signature health information privacy & security 
legislation

Year of 
effect

United States of 
America

Health insurance portability and accountability act 
(HIPAA)

1996

The European Union The general data privacy regulation (GDPR) 2016
Canada Personal information protection and electronic documents 

act (PIPEDA)
2000

Mexico Federal Law on protection of personal data held by 
private parties

2010

Brazil Lei Geral de Protecao de dados (LGPD) 2018
Argentina Argentina protection of personal information act (POPIA) 2000
South Africa Protection of personal information act (POPIA) 2013
Uganda Data protection and privacy act (DPPA) 2019
Japan Act on the protection of personal information (APPI) 2003
South Korea Personal information protection act (PIPA) 2011
Philippines Data privacy act 2012
People’s Republic of 
China

Cybersecurity Law of the People’s Republic of China
Personal information protection Law (PIPL)

2016
2021

India Personal data protection bill (PDPB) 2019
Russia Personal data Law 2006
Australia Australia privacy principles (APPs) 1988

 Conclusion

The concept of healthcare organizations acting as health data fiduciaries is becom-
ing an accepted legal norm globally. Regardless of whether the term “fiduciary” is 
used in health data privacy laws, the heightened duties and expertise of a fiduciary 
are being imposed on designated individuals within healthcare organizations. As 
healthcare continues to expand in its complexity and more actors join the healthcare 
framework, courts and legislators will have additional opportunities to weigh in on 
this issue, which will provide a more robust body of jurisprudence regarding orga-
nizational health data fiduciaries.

Discussion Questions
 1. What is the value of protected health information considering the various parties 

involved in the creation, collection, and storage of protected health information?
Health information has value to specific marketplace actors. Healthcare pro-

viders use health information in the course of providing health services to 
patients and to perform research in furtherance of the provision of health ser-
vices. Health information has value to health insurers in that the information can 
provide insights regarding coverage decisions, risk, and possible coverage 
options. Health information has value to non-healthcare marketplace actors 
seeking to utilize the information in the furtherance of selling their products or 
procuring new clients/customers. Health information has value to bad faith 
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actors seeking to leverage privacy and sensitivity of health information in 
exchange for profit. Health information also has value, typically non-monetary 
value, to the individual whose health information is at issue due to the privacy 
and confidentiality concerns of the individual.

 2. How is protected health information stored and what are the various consider-
ations that come into play when deciding on various methods of information 
storage?

Health information can be stored using a variety of methods. On-site physical 
storage involves the storage of health information in a physical format within the 
storing organization’s property. The benefits of this form of storage include pro-
tection from cybercrime and ready availability of the information. The draw-
backs of this form of storage include the lack of efficiency and lack of navigation 
ease when storing large amounts of information in a physical form, as well as the 
limitations placed by the physical space available to store the information. On- 
site digital storage of health information involves organizations storing health 
information in a digital format on its own servers. This method of storage fea-
tures the drawbacks of cyber hacking and the requirement that the organization 
maintain its digital network, while providing the benefits of ease of access, navi-
gation, and greater storage capacity when compared with physical storage. Off- 
site digital storage involves the storage of health information by a contracted 
third-party. This method features the benefits of storage capacity and profes-
sional data management services, while featuring the drawbacks of third-party 
involvement and cyber hacking. Cloud storage of health information involves 
storing health information on a cloud network. This method features the benefits 
of storage capacity, accessibility, ease of navigation, and low maintenance 
requirements, while featuring the drawbacks of cyber hacking.

 3. What are the basic elements that generally establish a fiduciary duty and do these 
elements apply to an individual or organization in possession of protected health 
information?

A fiduciary relationship generally involves: (1) a party providing a service or 
good requiring a level of knowledge and expertise beyond that possessed by the 
general public; (2) a second-party, without the requisite knowledge and expertise 
of the first, availing itself of the service or good offered by the first-party; (3) 
reliance by the second-party on the first-party regarding the rendering of the 
service or good. An individual or organization in possession of protected health 
information generally must possess at least the knowledge required to store and 
maintain the information in accordance with the applicable data privacy and 
security law. This level of knowledge is generally greater than that possessed by 
the relying party (often a patient), particularly when the health information is 
being stored in a digital format, as is common, because this raises additional 
concerns regarding cybersecurity. The first element of the fiduciary relationship 
test would be satisfied. The relying party in the healthcare context is seeking to 
avail itself of the services or products of the healthcare provider. The second ele-
ment of the analysis would also be satisfied. The provider will normally request 
a patient’s health information in furtherance of the provision of care and the 
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patient generally has little control regarding the methods by which their informa-
tion will be stored, maintained, or secured. The third element of this analysis 
would also be satisfied. Because the three elements of the fiduciary relationship 
are satisfied when viewed in light of a party in possession of protected health 
information, it stands to reason that a party in possession of protected health 
information should be held to the heightened standard of a fiduciary.
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Chapter 23
Ethical, Legal, and Social Issues Pertaining 
to Virtual and Digital Representations 
of Patients

Bonnie Kaplan

Abstract As precision and personalized medicine prove their worth, care shifts 
more towards treating representations of patients rather than patients’ persons and 
bodies. Something is gained and something is lost by virtualizing patients and medi-
ating care through technology. Because benefits are clear, the chapter highlights 
ethical, legal, and social issues surrounding quality of care, privacy, bias, and fair-
ness to consider what could be lost.

I argue that virtualization reduces distinctions between individuals and reduces 
knowledge of each patient and patient’s body. That changes relationships between 
patients and clinicians and shifts the locus of care away from the patient. It also 
decontextualizes data on which treatment and algorithmic recommendations are 
based. The data and algorithms all lack transparency, yet their predictions influence 
care. Not only can care be compromised, but both patients’ and clinicians’ person-
hood and autonomy are threatened.

Privacy, too, is endangered by the push to generate, collect, and aggregate data as 
all data become health data, used repeatedly and combined into multiple datasets. It 
is impossible to predict what those datasets will be, how data will be used, and what 
they will yield. Anonymity and consent both lose meaning. Privacy concerns can 
undermine confidentiality, which, in turn, can undermine trust, and therefore, can 
compromise care.

Algorithmic predictions based on sorting patients into algorithmically derived 
groups can harm group members. Care influenced by algorithmic recommendations 
may not be appropriate for all patients in the group, and predictions may stem from, 
or result in, bias, stigmatization, negative profiling, or disparate services.

The chapter concludes with a framework for analyzing ethical, legal, and social 
issues. It expands the scope of bioethics to more generally include information tech-
nologies in healthcare. To realize the promise of personalized medicine in ethical 
ways, individuals and their bodies should be central and personalization personal.
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 Introduction

Precision and personalized medicine1 present exciting possibilities for improving 
health and healthcare by tailoring treatment to each individual based on that per-
son’s genetic make-up, physiological measures, lifestyle, and other personal charac-
teristics. Prestigious healthcare organizations promote precision medicine for 
conditions ranging from genetic diseases to sepsis risk to cancer care (Permanente 
Medicine 2017; Intermountain Healthcare 2021; United States Government 
Department of Health and Human Services National Institutes of Health, National 
Cancer Institute 2020; Mayo Clinic 2021). Based on analyzing data from a vast pool 
of patients by using various forms of artificial intelligence, attributes of the indi-
vidual to be treated are matched to like individuals to predict health issues and to 
recommend treatments that were beneficial for other people with those 
characteristics.

Large-scale projects are under way to improve health through precision medi-
cine by undertaking research to develop customized care recommendations based 
on data from each patient’s health records and data concerning that person’s living 
environment, lifestyle, and family history, so as to match the right care to the right 
treatment for people of different backgrounds, ages, and regions (United States 

1 Some use the terms “precision medicine” and “personalized medicine” interchangeably. Others 
may differentiate them, so that precision medicine is taken to focus on genomics or molecular 
bases of disease. Personalized medicine combines this with digital health, with its focus on data 
generated by patients’ devices, together with more traditional sources of patient information. I 
generally use the terms interchangeably.

Learning Objectives
• To be able to analyze current and emerging ethical, legal, and social issues 

related to virtual healthcare and to personalized medicine and quality of 
care, privacy, bias, and fairness

• To recognize both benefits and limitations of mediating care through infor-
mation technologies, virtualizing patients, and informing care with data 
representations of patients and algorithmic predictions

• To become familiar with an expanded scope of bioethics to include infor-
mation technologies in healthcare through a framework for ethical analysis

• To make ethically-informed judgements involving information technolo-
gies in healthcare

• To incorporate ethical, legal, and social issues into practice

B. Kaplan
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Government Department of Health and Human Services National Institutes of 
Health 2020a, b). In addition, tool development is being encouraged for the kind 
of data analysis on which precision medicine will depend (United States 
Government Department of Health and Human Services National Institutes of 
Health 2020c). Digital health tools—mobile health apps, wearables, telehealth 
and telemedicine, social networks, internet applications—are seen as enhancing 
diagnostic accuracy, therapeutics, and healthcare delivery by giving providers a 
more holistic view of patient health and patients more control over their health. 
Access to data is expected to improve outcomes as well as efficiency, provide new 
opportunities for disease prevention and management, improve access, reduce 
costs, increase quality, and make medicine more personalized (United States 
Government Department of Health and Human Services Food and Drug 
Administration 2021a, b). Digital phenotyping, for example, is promoted so that 
data collected by wearables and social media can be used to detect and develop 
improved treatments for cardiometabolic disease, insomnia, and various psychiat-
ric, neurologic, and cognitive disorders (Jain et al. 2015; Onnela and Rauch 2016; 
Kaplan and Ranchordás 2019).

These trends are the latest in a series of developments that changed how the body 
and disease are conceptualized and treated. Over recent centuries, treatment moved 
from home to hospital, and now, back again to home. Meanwhile, as modern infor-
mation technologies were becoming more common for patient care, the locus of 
clinical decision-making moved away from the patient’s bedside as decisions were 
made based on data, measures, and images, thereby diverting attention to represen-
tations of a patient’s condition and away from focusing on the actual patient (Bosk 
and Frader 1980; Kaplan 1995; Sandelowski 2002; Kaplan et al. 2007; Verghese 
2009). Trends toward digitalization and virtualization burgeoned with the advent of 
the COVID-19 pandemic as in-person was replaced by on-line interaction; tele-
medicine and telehealth, another way representations of patients are treated, became 
the preferred means of healthcare, making ethical, legal, and social issues all the 
more apparent (Kaplan 2020a).

Personalized medicine, it seems to me, is the latest manifestation conflating an 
actual patient with an encoded and quantified version, part of a larger trend towards 
digitalizing healthcare and replacing a living person with a virtual representation. 
Something is gained, something is lost.

Because the benefits are more obvious, this chapter outlines some of what may 
be lost in the hopes of minimizing those losses and realizing the promise of person-
alized medicine in ethical ways. An ELSI (Ethical, Legal, and Social Issues) frame-
work shown in Table 23.1 includes a wide range of considerations: what constitutes 
quality of care and the relationship between clinician and patient; access and effects 
on various populations and patients; consent and autonomy; privacy protections and 
a variety of other legal and regulatory issues; commercialization of healthcare, com-
modification of data; issues pertaining to algorithms, data, technology design, and 
the obvious role of information technologies in healthcare; and both institutional 
and governmental policy (Kaplan 2020a, 2022). In line with the emphases of this 
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Table 23.1 Health information technologies ELSI framework

Assess what are, and should be, effects regarding each category in the framework, by 
considering:
    • Are people treated humanely, well, and fairly? Who? How? By what standard?
    •  Are people acting ethically? What will facilitate their doing so?
    •  What values are embedded in different models and means of care? In data and algorithms? 

What values should be promoted?
    •  What can be learned from experience so that the promises of better health and healthcare 

are ethically realized?
    •  Quality of care
       –  Clinician-patient relationship, including whether same as face-to-face; depersonalization 

and the importance of human contact and touch, empathy, and non-verbal cues
        –  All are treated equally, without disparities, but tailored to person and situation instead of 

in a uniform one-size-fits-all way
    •  Consent and autonomy
        –  Who consents
        –  How meaningful is the consent, including lack of choice and required end-user 

agreements (EULAs)
    •  Access, including to care and to technology
        –  Clinician access
        –  Patient access, including suitability and usability (vulnerabilities, disabilities, age, etc.), 

location infrastructure, digital divide, underserved and unserved populations
    •  Legal and regulatory
        –  Privacy, confidentiality, cybersecurity, data protection
        –  Licensure/authorization and credentialing, state rules
        –  Liability, malpractice
        –  Device regulation/certification/functioning
        –  Conflicting jurisdictions and rules
        –  Data sharing and ownership
    •  Clinician responsibilities
        –  Knowledge of limitations and consequences, and informing patients
        –  Data protection for devices, storage, transmission
        –  Quality of received data
        –  New skills, training curriculum
        –  Cultural/language sensitivity
    •  Patient responsibilities
        –  Active participation/shared decision making
        –  Usability, including negotiating vulnerabilities, disabilities, age, etc.
        –  Self-monitoring and disease management
    •  Changed relationships
        –  Clinician-patient, clinician-clinician, clinician-community (including sensitivity to 

locale)
        –  Patient-family-community
        –  Care coordination
        –  Trust, information provision, patient advocacy/fiduciary responsibility
    •  Commercialization of healthcare
        –  Conflicts of interest
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Table 23.1 (continued)

        –  Mission transparency
        –  Trading off of values, e.g., rationality, efficiency, cost-cutting vs caregiving; improve 

health vs create market needs; market needs/vendors’ interests prioritized
    •  Policy – Institutional and governmental
        –  Guidelines and policies
        –  Other uses of resources
        –  New care models
        –  Underlying values and priorities
        –  Reimbursement and coding
        –  Overwhelming emergencies
    •  Information needs
        –  Available for and from patient encounters and from individuals at large
        –  Automated guidelines and disease management
        –  Data integrity
        –  AI and algorithms, including transparency, explainability, fairness
    •  Evaluation and assessment – Beforehand and on-going
        –  Quality and satisfaction
        –  Unintended consequences
        –  Information linkages
        –  Guidelines needed
        –  How and what to roll out, appropriate clinical and medical conditions, suitability of 

technologies
        –  Usability
        –  Cybersecurity and privacy
        –  Changes in care priorities
        –  End-user agreements
       – Patient, family, community, clinician acceptability

Based on (Kaplan (2020a, 2022)

volume on technology and healthcare, of these many possible areas for ELSI analy-
sis, I have chosen to focus ELSI discussion according to themes of this book sec-
tion: ethics, privacy, bias, and fairness. I especially consider how personalized 
medicine and the digitalization and virtualization of care and of the patient pertain 
to quality of care. I start with quality of care in general, followed by briefer discus-
sions of privacy, bias, and fairness in relation to quality of care.

 Quality of Care

What constitutes quality of care is not only a medical concern, but also an ethical 
one. Virtualization comes with many benefits, and also many ELSI considerations. 
I argue that:
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• virtualization reduces distinctions between illness and health, and between indi-
viduals; and that

• virtualization reduces knowledge of the patient and patient’s body.

Therefore, virtualization results in:

• changing relationships, and
• shifting the locus of care away from the patient while decontextualizing data.

Further:

• data, algorithms, and proxies lack transparency; and
• predictions influence care.

All of these

• can compromise care and
• threaten personhood and autonomy.

Instead

• make personalization personal.

 Benefits of Virtualization

Virtualization has improved both care and access to it in many ways. Budding 
clinicians practice on simulated patients that may be embodied life-like manikins 
or virtual three-dimensional images. This is obviously far safer than practicing on 
people and a good way to begin developing clinical technique and knowledge. 
Trying out therapies, developing predictions, and testing hypotheses on synthetic 
patients rather than real ones also can protect privacy and provide both research 
and treatment opportunities beyond what would be possible with real people 
(Purnell 2020). Telemedicine and telehealth services are godsends for people who 
otherwise might have no care or would need to undertake inconvenient travel for 
it. Remote monitoring using data from implantable, ingestible, or wearable 
devices not only is convenient, but may forestall or catch problems. People are 
able to take more control over disease management or keep track of their health, 
whether ill or well. Commercial smart-phone applications have vastly expanded 
these capabilities. The quantified self has become popular both in clinics and 
homes. Even mundane patient records are no longer quite as mundane as they 
become electronic; integrate patient- generated data, data from monitoring devices, 
and from mobile apps; and interface with algorithms to provide alerts, prognoses, 
and treatment advice.

B. Kaplan
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 Virtualization Reduces Distinctions Between Illness and Health, 
and Between Individuals

Personalized medicine provides means for measuring just where along a spectrum 
of health and illness each individual is by comparison with others, for assessing 
where a person is in terms of disease trajectories and etiologies, and for predictions 
that, it is hoped, will forestall negative health events and outcomes. Though distin-
guishing between illness and health has always been challenging, one effect of per-
sonalized medicine is to reduce sharp distinctions between health and illness. No 
longer, too, are individuals distinct. More and more, each individual is seen as a 
disembodied autonomous stable self in terms of others considered similar. This 
trend moves healthcare away from caring for a patient as an individual to caring for 
patients as members of groups represented by data. It transforms how individual 
bodies are conceptualized, managed, and visually displayed. Reconfiguring the 
body changes how bodies, personal identity, and health and illness are understood 
(Armstrong 1995; Lupton 2013). Healthcare changes and becomes more 
depersonalized.

 Virtualization Reduces Knowledge of the Patient 
and Patient’s Body

Quality of care depends not only on clinical knowledge and acumen, but also on the 
relationship between clinician and patient, knowledge of what each patient consid-
ers important in terms of health and lifestyle, cultural and social norms, visual and 
sensory cues, empathy, expectations of patients’ and clinicians’ responsibilities, and 
professionalism and autonomy appropriate for both patient and clinician, i.e., qual-
ity depends on treating patients and clinicians as individual people. The loss of cli-
nicians’ sensory and intuitive capabilities that are part of in-person encounters and 
the technological burdens on both clinician and patient require a significant shift in 
professional practices and attitudes and in clinician-patient relationships. 
Professional codes of ethics therefore recommend training (Kaplan 2020a; Lupton 
2013; Kaplan and Litewka 2008; Botrugno 2019), and a new specialty of “medical 
virtualists,” in light of digital advances in healthcare, telehealth, and mHealth, has 
been proposed (Nochomovitz and Sharma 2018). Patients, too, must take on addi-
tional responsibilities for their health and healthcare, learn the technologies and 
how to use them effectively, and learn how to adjust to new clinical practices and 
power relationships (Kaplan 2020a).

But training is not enough. When technologies mediate interaction, the meanings 
attributed to a clinical consultation change. The explosion of on-line interaction due 
to the COVID pandemic has taught us that, in addition to the many benefits and 
opportunities it allows, “zoom fatigue” has become commonplace, and on-line 
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classes can reduce learning. It is reasonable to assume there will be similar effects 
for healthcare at a distance. If, as in telemedicine, there are images, image size and 
perceived distance can affect each person’s sense of power. When patients appear 
only in terms of images and data, aspects of quality shift. Relationships become 
reduced to encounters, transactions, trackable actions, and scores (Klugman 2018). 
As mentioned above, concepts of patients’ bodies and patients’ identities are 
changed in the process, and consequently, relationships related to care are changed. 
If a clinician knows only what data or images indicate about a patient, the clinician 
does not know about the person per se and lacks the visual and sensory cues that are 
part of an examination, such as palpation for diagnostic purposes or detecting odors 
associated with some conditions. Bodily findings are not all that is missing. Context, 
too, is absent.

 Virtualization Shifts Locus of Care, Decontextualizes Data, 
Compromises Care

Without knowing the circumstances of data collection, i.e., the activities that gener-
ated the data or the cultural norms and practices that surround those activities, it is 
difficult to interpret them correctly for that patient. Shifting the locus of care away 
from the actual person means the data being collected and the care given both lack 
context. Without knowing the person, it is difficult to collaborate in healthcare and 
achieve goals important to the patient. It is hard to assess what is normal, or at least 
acceptable, for that patient and what to make of where the patient fits with other 
supposedly similar patients. Similar, that is, according only to similar data, but per-
haps not in other significant respects.

As clinicians are presented voluminous streams of data—vital signs, behavioral 
and lifestyle data, environmental hazard exposure, health status—from various 
monitoring devices, they may miss the forest for the trees. The equivalent of zoom 
fatigue may set in. Removed from the context in which data are generated, and 
unable to notice sensory and emotional cues or provide the therapeutic value of 
physical presence, care becomes depersonalized and perhaps compromised, espe-
cially if what is missing leads to missed diagnoses (Kaplan and Litewka 2008; 
Botrugno 2021). Telecare, when patient and clinician are physically distant, may 
lead to over-treatment or an excess of procedures related to the desire to collate and 
act on more data; missing patient information that is not reflected in existing data 
can increase the potential for unnecessary screening (Adams and Petersen 2016). 
There already is evidence that telemedicine may involve antibiotic over-prescribing 
and other inappropriate prescriptions (Jain et al. 2019; Hoffman 2020).

Inappropriate decisions based on data can be exacerbated if the digital version of 
a person is a frozen snapshot instead of being updated by changing conditions, and 
if the algorithms acting on the digital version of the person are not updated with that 
individual’s changing data, data changes of all others in the dataset, and the latest 
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clinical and research knowledge. Clinicians may be influenced in diagnosis and 
treatment by prior data no longer applicable, or that the patient may have wanted to 
withhold in order to get a fresh clinical view (Zubrzycki 2021).

 Virtualization Threatens Personhood and Autonomy

Making it impossible to “forget” part of a record threatens the role memory has as 
part of identity and self-presentation. Treating data as a true, or at least a sufficient, 
representation of a person, also threatens personhood by separating the person from 
the data (Suter 2004). If patients are represented by data, that data may not present 
them as they would present themselves. Patients who wish some control over their 
self-presentation by withholding data or providing it in a particular way can lose 
that opportunity (Zubrzycki 2021). Stigma can result from identifying a set of char-
acteristics as indicative of a fault or disadvantage. It may lead to exclusion or dis-
crimination, or to recrimination and blame for not behaving more responsibly in 
regards to one’s health. Yet resisting these consequences by falsifying or withhold-
ing data can compromise the data on which algorithms are trained or deployed, 
causing potential harm to all patients.

 Lack of Transparency About Data, Algorithms, and Proxies 
Threatens Quality of Care

Lack of knowing the patient is compounded by lack of knowing about data sources 
and algorithms. Without knowing the technologies of data generation and collec-
tion, including their limitations and potential inaccuracies, it is difficult to know 
what should be made of the data or of the patient’s or the technology’s reliability. 
Current artificial intelligence methods make it difficult, if not impossible, to know 
much about either the data or how the resultant algorithms work.

When algorithms are proprietary, intellectual property protections can prevent 
public knowledge of significant aspects of algorithm development, testing, and veri-
fication. Without confidence in an algorithm and enough understanding of the basis 
for whatever it recommends, clinicians are more reluctant to use it (Kaplan 2020b). 
That can be unfortunate, as some algorithms perform exceedingly well.

It can be unfortunate, too, if an algorithm has unknown limitations. For example, 
secrecy would prevent discoveries such as that a widely-used algorithm resulted in 
black patients not receiving needed care. Only when it was studied was it realized 
that the algorithm used health costs as a proxy for health needs, and so falsely con-
cluded that black patients were healthier than equally sick white ones (Obermeyer 
et al. 2019). Proxies present additional problems. A person’s health status and pre-
dictions of future status are based on associations found in datasets, on functions of 
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sets of characteristics represented in the data and the way potential outcomes are 
defined. They are proxies rather than causes, and reflect what those creating and 
training the algorithms consider important or measurable (Barocas and Selbst 
2016). That changes definitions of disease and when interventions occur, and so 
changes care (Adams and Petersen 2016).

 Predictions Affect Quality of Care

Data can be indicators and suggestive of appropriate care decisions, but clinical 
judgement along with knowledge of the patient and of the technology also are nec-
essary. One-size-fits-all may not fit that patient, or the circumstances. To ensure that 
all are treated equally, according to their individual conditions, literally equal treat-
ment may not mitigate against disparities or missing crucial differences between 
patients with profiles that may be similar only because contextual information and 
personal knowledge are lacking.

A further quality of care consideration is avoiding self-fulfilling prophecies. In 
the extreme, if predictive algorithms indicate a high chance of developing a fatal 
condition, the person so “condemned” may simply not see the point of behaving in 
a healthy manner. At the other extreme, too many risks may be taken if no future 
health issues are expected. For some patients, symptoms of anxiety, paranoia, or 
obsessiveness may be exacerbated by giving them feedback from monitoring them 
(Onnela and Rauch 2016). Though such possibilities are illustrative, it is easier to 
imagine a person (clinician or patient) becoming depressed, unduly optimistic, 
more or less apt to take preventive measures, or of acting in wiser or misguided 
ways than would have occurred without the predictions. On the plus side, it is also 
easier to imagine taking precautions and preventive actions that forestall a negative 
predicted outcome. In either case, both the individual patient’s and clinician’s judg-
ment and values are important in considering whether the prediction and actions 
based on it are right for that clinical relationship.

 Make Personalization Personal

An overarching question is how changes in care relate to understandings of whether 
personalized medicine depersonalizes care and dehumanizes both clinicians and 
patients, and of what is humane and ethical treatment. We risk prioritizing data, 
devices, and measures over our bodies, individuality, personhood, and patients’ and 
clinicians’ sense of these (Lupton 2013; Klugman 2013). Different people will have 
different preferences, values, and needs, and, therefore, different priorities for their 
health and healthcare. Some patients may prefer making their own decisions in col-
laboration with the clinicians treating them, others might not. Increasing 
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collaboration and engagement may be intimidating to some, empowering to others 
(Kaplan and Litewka 2008). Self-care may be enhanced for some, while for others 
agency is reduced and dependency increased (Mort et al. 2013). To promote health 
and healthcare, personalization based on data can be of potential benefit, but only if 
we keep in the foreground that people, and health, are more than data; human expe-
rience cannot be reduced to data points and algorithmic predictions. Personalization 
needs to be personal.

 Privacy

Privacy has taken center stage in discussions of ELSI. It intersects with other con-
cerns. Some of those intersections are foreshadowed above. Privacy also is a para-
mount legal issue. Discussions of privacy recognize the need for regulation and the 
difficulty of enabling data collection and use for beneficent purposes while prevent-
ing maleficent ones. Although there may be disagreement over just how to do that, 
the legal and medical literatures generally agree that this is a problematic area.

Making images and data related to a patient available to anyone who might treat 
the patient means patients will have less control over what they wish to disclose, 
how they wish to disclose it, and to whom (Zubrzycki 2021). A number of addi-
tional privacy concerns arise if much of the data come from outside the healthcare 
system or leave the system. With the Big Data needed for personalized medicine, 
privacy risks are higher because of the repeated uses and combinations of multiple 
datasets, and the impossibility of predicting what those datasets will be, how the 
data will be used, and what they will yield. That makes assessing resulting risks 
very difficult a priori (Vayena 2018). Nevertheless, some are predictable.

I discuss ELSI regarding privacy, Big Data, and virtualized representations of 
patients, again with a focus on quality of care. Here I argue that:

• trust in confidentiality is part of the patient-clinician relationship, and so a basis 
for quality of care; however

• anonymity is impossible, making consent for data sharing and use also impossi-
ble, and therefore possibly leading to

• undermining trust in ways that can compromise care.
• Trust is a basis for care.

Confidentiality has been part of the medical tradition at least since the Hippocratic 
Oath. Maintaining confidentiality is seen as a physician’s professional duty around 
the world (Kaplan 2016). As the World Medical Association put it in 2002: 
“Confidentiality is at the heart of medical practice and is essential for maintaining 
trust and integrity in the patient-physician relationship. Knowing that their privacy 
will be respected gives patients the freedom to share sensitive personal information 
with their physician” (World Medical Association 2002). The free exchange of sen-
sitive information, then, forms a foundation on which clinical decisions are made 
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and affects quality of care. However, personalized medicine and basing care on 
virtual representations of patients necessarily compromises privacy and poses 
potential harms that could well compromise quality of care.

 Anonymity Is Impossible

One of the issues is to what extent de-identification or anonymization protects indi-
viduals, and how a sense of privacy is related to care. Re-identification techniques 
are improving; as has been known for some while, the more data that is combined, 
the better the chance of re-identification (Ohm 2010). Genomes are unique, so 
identifiable. In some states, it is legal to include genomic information in research 
databases without that person’s permission. Re-identification is possible by com-
paring such information with other data, such as that held by law enforcement or 
commercial genetic testing companies. Privacy is compromised, for that individual 
and for everyone who is genetically related to an individual and is identifiable, 
leading some to wonder if privacy is the price of precision medicine (Kulynych and 
Greely 2018).

 Lack of Consent

For personalized medicine, data about any person must be identified in some way 
so as to be linked in order to create profiles of and target care to each person. That, 
then, gets into numerous issues related to consent for data collection and use as 
well as to privacy. In a research environment, consent is governed by The Common 
Rule in the US and similar protections for human subject research elsewhere. 
Clinical data is similarly protected by data protection regulations such as the Health 
Information Portability and Accountability Act (HIPAA) in the US, and the General 
Data Protection Regulation (GDPR) in the European Union. For healthcare research 
and clinical care, the bioethics literature amply explores issues of consent, who 
may consent, how informed they may be, how to enhance understanding, and like 
issues. However, specific apps and platforms collect, encrypt, and handle data dif-
ferently, making consenting more confusing (Onnela and Rauch 2016). Moreover, 
in the US, privacy protection safeguards and considerations are limited for data 
collected commercially through mobile health apps, social media websites, wear-
ables, and medical devices that are not regulated by the Food and Drug 
Administration or by HIPAA, but instead by click-through non-negotiable end-user 
agreements (EULAs). Regardless of data source and even with privacy protections 
in place, when data become part of a database mined for digital medicine and per-
sonalized healthcare, the person associated with that data has become part of what 
the person may consider a research project to which that person possibly would not 
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have consented. Unlike in the US, the GDPR and related regulations cover all per-
sonal data, including commercially- collected data (Kaplan 2020b, 2021). Still, 
potential privacy threats remain. Despite years of security issues, including mal-
ware, lack of encryption, and insecure data storage and transmission (Kaplan and 
Ranchordás 2019), mobile apps remain vulnerable to hacking and data leakage 
(Horowitz 2021). EULAs themselves are opaque and may not be honored by ven-
dors; their problematic basis in notice-and- consent is well recognized in legal 
scholarship (Kaplan 2020b, 2021).

Moreover, with expansive data collection needed for precision and personalized 
medicine, all data can become health data (Kaplan 2020b). Because many things 
may serve as health predictors or indicators, a person’s daily activities, behaviors, 
lifestyle, social engagements, messages about everything from what one ate to one’s 
mood to what times someone dozed off, all are grist for monitoring for health and 
predictive purposes. There is, then, little distinction (other than legal) between 
research data, clinical data, or any other source of data.

It is not surprising, then, that most of the 60 thought leaders—scholars of ethics, 
genomics, health law, government, and disadvantaged populations interviewed for a 
study of precision medicine research data—considered general approaches to con-
fidentiality, such as technical security measures and US data protection rules 
(including HIPAA, the Common Rule, and data access restrictions), as necessary, 
but not sufficient (Hammack et al. 2019). Whether a person gives permission for 
data collection or sharing through any of these mechanisms, it is impossible to pre-
dict every possible way data may be shared, combined, or used as it is packaged, 
transmitted, aggregated with other data, distributed to others, and becomes part of 
other databases, in never-ending combinations and future potential uses. No one can 
anticipate all future uses or attendant risks. Being informed and consenting are both 
impossible.

 Potential Harms

Potential harms of re-identification and misuse of electronic health record, genomic, 
social media, and digital device data include physical, dignitary, group, economic, 
psychological, and legal harms, with consequences ranging from embarrassment to 
stigmatization to discrimination to criminalization. Moreover, because these harms 
could result from predictions instead of actual medical conditions, the uncertainties 
can unsettle people and lead to consequences based on speculative events that may 
never happen (Beskow et al. 2021).

Because algorithms create ad hoc groups using various criteria pre-defined to be 
of interest, group harms become more significant. These harms can both undermine 
patients’ trust in confidentiality and also compromise their well-being at both indi-
vidual and group levels. Among these harms are bias, discrimination, and dispari-
ties, with implications for fairness.
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 Bias and Fairness

Considerations of fairness and bias concern individuals and also the groups in which 
they are placed by algorithms used for precision medicine, based on data that sup-
posedly represents them. The laudable intent of introducing recommendation gener-
ated by these algorithms is the expectation that divorcing the patient from the 
patient’s body will result in clinicians not being influenced by stereotypes and pre-
conceived notions concerning irrelevant aspects of the body’s appearance. Basing 
care on data can reduce discrimination and unintentional bias in treatment deci-
sions. At least, that is the hope. Nevertheless, relying on data and algorithms may be 
problematic. Data quality, on which all else rests, for example, can be questionable 
(Lun 2018). Each step, from data collection and algorithm development on, is prone 
to biases (Barocas and Selbst 2016). It is difficult to overcome numerous sources of 
bias or to adjust data and treatment to account for them (Hoffman and Podgurski 
2020). I argue that these difficulties are endemic because:

• encoded bias replicates social biases,
• disparities in access lead to care disparities,
• care disparities can lead to biases in data, and this
• lack of representativeness in data reinforces and further exacerbates biases and 

disparities in care for individuals and groups.

Basing care on algorithmic outputs, then, decenters the person by replacing each 
patient with a data profile based on how the person is categorized. That, in turn, 
treats each patient according to the group into which the algorithm sorts the patient. 
Care presumed suitable for members of that group may not be suited to that indi-
vidual patient.

 Encoding Bias

Commentators, critics, and scholars have identified ways in which data and algo-
rithms encode biases. Racism, for example, is encoded by considering “healthy 
skin” to be white or by being less accurate in detecting skin lesions when skin is 
dark (Pasquale 2019; Raji 2020). The kind of sorting algorithms do also can lead to 
increasing disparities and biases by reinforcing them. They can result in people 
being denied various services because they are identified as “disabled” or “mentally 
ill” or of a group thought undesirable or less treatable for racial, ethnic, age, or gen-
der reasons based on the genes or health conditions characteristic of groups identi-
fied by predetermined criteria (Hoffman 2018; Taylor et  al. 2017). Groupings 
through the use of data may channel people into particular kinds of services they 
may not find suitable, or fair, or effective. Equity is hardly served if algorithmic 
sorting places someone in a particular category that stems from or results in dis-
crimination, negative profiling, stigma, or disparate services and quality of care. 
These algorithms may then result in further data that simply amplify or reinforce the 
initial biases.
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 Access Disparities Lead to Care Disparities

The COVID-19 pandemic brought biases and fairness, addressed here in terms of 
disparities, in health and healthcare to the forefront. Before the pandemic, telemedi-
cine was little used despite high expectations that it could equalize access for under-
served, rural, and remote areas. With fears of COVID contagion, regulatory and 
reimbursement restrictions were relaxed and usage skyrocketed (Kaplan 2020a), but 
the hopes were not completely realized. In densely-populated New York City, hard 
hit at the outset of the pandemic, telemedicine visits at New  York University 
Langone Health sharply increased. More patients, both black and white, used the 
service than during the same period the previous year. That improved access. Yet the 
uptake of telemedicine by white patients was higher than by black patients (Chunara 
et al. 2020). More generally, telehealth increased more in US urban areas and in 
counties with low poverty levels than in other locations (Rand Corporation 2021a). 
The upshot: “The COVID-19 pandemic has affected telehealth utilization dispro-
portionately based on patient age, and both county-level poverty rate and urbanic-
ity” (Cantor et  al. 2021). Moreover, among lower income patients, telehealth 
services overwhelmingly were telephone only (Rand Corporation 2021b). Similar 
patterns also have been evident in more varied locations in the US where “[i]ncreas-
ing age, rural status, Asian or Black/African American race, Hispanic ethnicity, and 
self-pay/uninsured status were significantly negatively associated with having a 
video visit” (Hsiao et al. 2021).

Infrastructure is one of multiple factors that can affect access to digital health 
technologies (Chunara et al. 2020). Lower-income patients may lack the techno-
logical means to access video visits. Depressed areas may not have infrastructure 
for high-bandwidth transmissions. About one-third of rural Americans do not have 
the broadband services to support video telehealth and so are limited to voice. These 
are the very areas with higher prevalence of chronic disease (Hirko et al. 2020). 
Voice-only visits necessarily cannot provide service equivalent to in-person visits, 
widely recognized as the standard of care for telemedicine (Kaplan 2020a). Similar 
concerns could plague care for those with disabilities because technologies are 
often neither designed nor deployed with their needs in mind. Voice-only care would 
hardly serve those with difficulties hearing or speaking. Telephone visits can result 
in unnecessary or lower quality care. They also may be more prone to fraud and 
abuse. Nevertheless, they may be better than previous levels of service and the abil-
ity to meet patient needs (Uscher-Pines et al. 2021). They also allow patients more 
options for accessing care and controlling how, or if, they are seen.

Telehealth and mHealth may reduce access barriers, but attention is needed to 
training in their use for both patients and clinicians. Design, implementation, and 
policy should take account of those with low technological or health literacy, little 
education, poor access to care and support, difficulties hearing or seeing, lack of 
mobility or dexterity, mental illness or cognitive impairment, frailties, language bar-
riers, and other impediments to use (Kaplan and Ranchordás 2019; Valdez et  al. 
2020). These individuals may not be well-equipped to take advantage of digital 
health initiatives or assume responsibility for managing their health and healthcare. 
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Disparities are increased if these differences are ignored. Instead of trying to fit 
patients to the system, technologies and care need to be fitted to patients (Botin 
et al. 2020).

 Biases in Data

Personalized medicine and digital health depend on massive stores of data, algo-
rithms to analyze the data, and data about the individual to be treated. This, in turn, 
depends on assumptions of accurate, well-documented, representative, comprehen-
sive, appropriate, timely, and unbiased data collection and training, evaluation, 
interpretation, and development and use of algorithms. Each of these criteria may 
not be met. Biases can be hard to detect in very large databases, which tend to rep-
resent people from places with good internet access or greater wealth, and who 
engage in “standard” behavior, language, appearance, and practices. The high cost 
of developing datasets and of creating, training, testing, and sustaining algorithms 
also will tend toward their use by wealthier organizations (Hao 2020). Data from 
research studies limited to one gender, to particular age groups, or to lack of co- 
morbidities necessarily are biased. The studies may be well-designed, but the data 
are hardly representative.

Combining data from multiple sources can help produce more representative 
data; this increases privacy threats and may not address a variety of other reasons 
why data may not be representative. The location and circumstances of data collec-
tion can affect the data (for example, if blood pressure is measured at home or in the 
emergency room) and what data are collected. Data, such as from electronic patient 
records, will not include those who have not been treated within the healthcare sys-
tem for reasons ranging from lack of access, to fear of stigma or law enforcement, 
to lack of ability to pay, to lack of trust, to preferences for alternative forms of treat-
ment, or simply to the patient’s having been referred from one setting to another or 
to data being collected at different locations or health systems (Phelan et al. 2017). 
Under-coding, under-reporting, and lack of adequate biomarkers add to the skewing 
(Walsh et al. 2020). People who adjust behaviors due to monitoring and data collec-
tion also generate data impossible to distinguish from data that was not adjusted due 
to feedback or simply to knowing one is being monitored (Onnela and Rauch 2016). 
Consequently, some kinds of people and conditions will be over-represented, oth-
ers, absent. Ensuring inclusion of all kinds of people, regardless of race, location, 
education level, disability, age, or any other factor would improve the quality of the 
data on which decisions are based. Without representative and inclusive data, the 
algorithmic sorting of people into categories, indeed, the creation of categories 
themselves, may be compromised. Health predictors may not apply to people not 
well-represented in data.

Additionally, care must be taken beyond representativeness in data and in 
assumptions built into algorithms. Mixing data from multiple sources can create its 
own problems (Phelan et  al. 2017). More inclusive data, though potentially 
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beneficial, also could lead to less representative data or worse, such as more abuse 
of data and the people represented by the data. Sorting people into categories based 
on various health indicators can affect groups as well as individuals. Just as privacy 
violations may harm the person concerned, everyone identified in the same category 
may be compromised, embarrassed, stigmatized, or subject to discrimination. Past 
practices exacerbate these concerns. Tribal leaders barred university researchers in 
2003 (and by 2010 had sued and reached a settlement) because blood samples from 
the Havasupai Native American tribe were collected for diabetes research but then 
also unexpectedly used to study schizophrenia. The Navajo Nation confirmed their 
2002 moratorium on genetic research because they would not have oversight in how 
the All of Us Research Program would use data from their members, and were out-
raged when they learned tribal members were recruited without consulting the lead-
ers (Resnik 2021).

Of course, everyone in the group may benefit from what is learned about the 
group. The point, though, is that the decisions based on data affect the group as well 
as the individual. Each individual, then, is no longer central. That leads to another 
concern: it displaces the individual patient focus on which care was traditionally 
based. It “challenges the very foundations of most currently existing legal, ethical 
and social practices and theories” (Taylor et al. 2017). It reinforces trends towards 
categorizing and objectifying people based on data profiles as “bundles of symp-
toms” (Botin et al. 2020). Individual patients themselves are not as visible and heard.

 Remedies and Frameworks

Some remedies to problems of ethics, privacy, bias, and fairness are suggested in the 
preceding discussion, such as better training and education, improving understand-
ing of the advantages and limitations of the technologies, and treating each patient 
as a person. Another remedy is to be more inclusive, both in data and in design so 
that all kinds of people are represented (Kaplan 2020a; Valdez et al. 2020; Botin 
et al. 2020). Here I propose three more general remedies:

• evaluation and ethical analysis informed by an ELSI framework, which expands 
the scope of bioethics for information technologies in healthcare;

• expanding the scope of bioethics through multidisciplinarity; and
• placing individuals and their bodies at the center of care.

 ELSI Framework for Evaluation and Ethical Analysis

ELSI analysis can be shaped by an ELSI framework. Several have been proposed 
for telecare and its evaluation (e.g (Kaplan 2020a; Mort et al. 2013; Kidholm et al. 
2017)). They can be useful for examining considerations of increasing virtualization 
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of healthcare, especially if combining several to serve as suggestions for issues to 
be addressed. Table 23.1 is based on a recent framework—generated in examining 
telecare in light of the COVID pandemic—of issues that characterize all use of 
health information technologies in patient care (Kaplan 2020a, 2022). Although this 
chapter addresses only those aspects of the framework related to quality of care, 
privacy, biases, and fairness, the entire framework can be helpful for considering 
other aspects of personalized medicine, virtualization of patients, Big Data, and 
algorithms. Key questions for ELSI analysis include:

• Are people treated humanely, well, and fairly? Who? How? By what standard?
• Are people acting ethically? What will facilitate their doing so?
• What values are embedded in different models and means of care? in data and 

algorithms? What values should be promoted?
• What can be learned from experience so that the promises of better health and 

healthcare are ethically realized?

Many, though not all, of these questions are addressed above in discussing privacy, 
biases, and fairness, in terms of quality of care. They can and should be examined 
further from different perspectives.

 Multidisciplinarity

There is much to be learned from scholars working in a variety of areas, including 
law, surveillance studies, sociology, philosophy, computer science, anthropology, 
geography, human rights, and, of course, informatics (Kaplan 2020b; Taylor et al. 
2017; Cohen 2015; Aarts et al. 2016; Novak et al. 2018). Multidisciplinary cross- 
fertilization can further an additional goal, that of broadening ELSI discussions 
beyond the common bioethics framework of beneficence, autonomy, and justice, so 
that the areas evident from the rapid expansion of delivering care mediated by infor-
mation technologies are taken into account. Table  23.1 indicates areas for this 
expansion of the scope of bioethics (Kaplan 2022).

 Conclusion

 Healthcare is About Different People, with Bodies

The value of data pertaining to a patient’s condition that includes measurements of 
bodily functions, laboratory values, scores and calculations, and the like, is indis-
putable. Such data enables not only comparisons of a patient’s condition over time, 
but comparisons with norms and common measures. Such data are crucial, not only 
for each individual patient, but for the entire process of care and clinical research. 
Personalized medicine, telemedicine, digital phenotyping, and what has come to be 
called digital health all hold great promise.
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But important, too, is that patients are people, with bodies. They are far more 
than data representations. Clinicians, too, are people, with bodies, far more than any 
screen images or notes in patient records. Good care requires everyone to relate to 
each other as people, not solely as representations. What counts as “quality of care,” 
or “fairness” or even “ethical” can vary with people, their values, and situations. 
What information they wish to share and under what circumstances they wish to 
share it also will vary. Allowing for this variety would further meaningful choice, 
empowerment, and participation for patients—and clinicians. Care that takes into 
consideration differences as well as similarities among people also needs to take 
into consideration the roles of data and algorithms in that care.

A laudable goal of personalized medicine and personal health informatics is to 
use data, including real-world evidence, for informing care tailored to each indi-
vidual. Artificial intelligence techniques and resultant algorithms generated from 
these data are envisioned to improve clinical practice, patient engagement, health, 
and healthcare. There already have been impressive results based on this approach. 
To more fully realize the promise, ethical considerations should inform develop-
ments so as to reduce potential harms.

This chapter has highlighted some possible harms stemming from replacing real 
individual patients and clinicians with disembodied virtual representations based on 
data and images. Moving care away from actual bodies changes care. These changes 
can affect quality of care, raising issues not only of health but also of ethics. As this 
promising field develops, ELSI should be considered along with health outcomes. 
Healthcare is about individual people, with bodies. Each person shares characteris-
tics with others in ways that should inform care, but each is unique. Rather than 
personalized medicine, how about personalized care?

Key Points that Readers Can Use in Their Daily Clinical Informatics Practice
• Take into account both the strengths and limitations of technologies, algorithms, 

and data for delivering healthcare and doing research.
• Be mindful of the ethical, legal, and social considerations that computer- mediated 

care entails.
• Treat the person, not data or representations of the person.

Chapter Review Questions
• There has been increasing concern about bias in predictive algorithms. For 

example, algorithms may miscategorize pathologies of the skin for people with 
dark skin. Social media and various apps are generating alerts for people consid-
ered suicidal. Which of the following is most likely to bias results produced by 
an algorithms’ predictions of suicide risk that are based on large data sets?

 (a) underreported suicide rates
 (b) the algorithm is developed commercially for sale to doctors’ offices
 (c) whether the reason for the prediction is given
 (d) lack of a psychiatrist’s participation in developing the algorithm

Answer
a. If the data on which the algorithm is trained or validated do not accurately 

reflect suicide rates, cases like the ones not reported will not be as likely to be 
predicted.
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• A patient consults a doctor who writes a prescription and transmits it electroni-
cally to the pharmacy. The patient covers the cost of the prescription using a 
credit card or through insurance. Most pharmacies sell prescription data to a data 
aggregator for further combination with other data and sell that data to pharma-
ceutical companies, insurance companies, credit rating agencies, and others. The 
diagnosis and prescription become part of the patient’s record. The prescription 
and credit card data are sold, aggregated and the patient re-identified. The credit 
card information, diagnosis, and prescription data become part of a database 
used for training predictive algorithms. The algorithms connect this information 
and bases prognoses on others with similar credit card transactions, diagnoses, 
and prescriptions. What likely may result from this transaction?

 (a) The patient’s family sees the credit card statement and becomes concerned 
about expenses.

 (b) The predicted prognosis may influence treatment for any person with similar 
credit card transactions and prescriptions, thereby affecting their healthcare, 
their credit rating, and other aspects of their lives.

 (c) The pharmacy refuses to accept credit card payment when the patient refills 
the prescription because they are concerned the prognosis means the patient 
will be unable to pay the credit card bill.

 (d) The pharmacy may be fined for violating the patient’s privacy.

Answer:
b. It is unknown exactly what data is used for credit scoring, but credit card infor-

mation is involved. Credit scores as well as health-related data are used for deci-
sions regarding insurance, employment, and finance.

• A clinician and patient have a telemedicine visit concerning a urological prob-
lem. The patient is delighted not to have to make a lengthy trip to the clinician’s 
office but instead to have the visit while at home. The patient and clinician never 
met each other in person because the problem is new and each is avoiding contact 
as much as possible due to the COVID pandemic. However, the clinician has 
good record information about the patient and also has data from the patient’s 
fitness tracker and diet apps. The clinician is able to compare this patient’s data 
with data from other, similar patients. What should the clinician be particularly 
concerned about in terms of making an accurate diagnosis when being consulted 
by a patient in this way?

 (a) The telemedicine connection is spotty, interfering with connection quality. It 
also may be insecure and the patient’s privacy therefore compromised.

 (b) The patient and doctor are not in the same state and far enough away from 
each other that it is unlikely they ever will meet in person. They may not be 
able to continue the relationship even via telemedicine because the clinician 
works for a telehealth company and may not be on duty when the patient 
needs follow-up.
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 (c) The clinician is not able to examine the patient well because no palpation is 
possible, skin condition is not easily visible (or, if the visit is only by tele-
phone, not visible at all), and the possible presence of the patient’s family 
makes a frank discussion difficult.

 (d) The patient may be using the consultation as a way to get attention and 
reduce loneliness during COVID isolation.

Answer:
c. Although all should be of concern, most relevant to making a diagnosis is the 

ability to conduct a thorough physical exam. Without being able to physically exam-
ine the patient, important findings may be missed.
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